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Abstract

A new photo sensor, Hybrid Avalanche Photo-Detector(HAPD) and its dedicated
readout system have been developed for next generation water Cerenkov detectors.

We measured the performance of the 13 inch-diameter prototype HAPD. We
observed the total gain of ∼24,000 and the time resolution of σ=0.7 ns for 1 p.e.
Note that this time resolution includes that of the readout system.

A dedicated readout system for the HAPD has also been developed, consisting
of 1) an ASIC preamplifier with wide bandwidth and low noise, 2) AMC(Analog
Memory Cell) ASIC as a waveform sampling device, and 3) digital filtering algorithm
implemented on FPGA. The ASIC preamplifier has the rise time of ∼1 ns and the
ENC of 3,700 electrons with detector capacitance of 70 pF. The AMC is under
development, and our prototype has the sampling speed of ∼1 GHz and the depth
of 64, Our goal is to achieve the depth of 512∼1024 and the resolution of 10bit. We
optimized the digital filtering algorithm to have shorter kernel length, implemented
it on FPGA, and estimated the cost.
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Chapter 1

Introduction

In this thesis, we report the evaluation of 13-inch Hybrid Avalanche Photo-Detector
(HAPD) and the research and development of the readout system of the HAPD,
for next generation water Cherenkov detectors.

The evidence of neutrino oscillation in the atmospheric neutrino was discovered
by Super-Kamiokande in 1998[2]. This is the first observation beyond the Standard
Model. Since then, neutrino experiments have attracted a great deal of attention in
the field of particle physics, and have achieved new results as follows. The oscillation
has been confirmed by the first accelerator based long-baseline experiment, K2K,
in Japan[3]. Recently, it has shown that the origin of the solar neutrino deficit
was also neutrino oscillation, by the solar neutrino experiments and reactor based
neutrino oscillation experiments, such as Super-Kamiokande[3, 4], SNO[5, 6], and
KamLand[7, 8, 9, 10].

Although the mechanism of neutrino sector is beginning to be understood through
these significant results, next generation neutrino experiments are awaited because
there is clear limitation to the existing experiments for a full understanding of the
sector. There are many neutrino experiments planned and proceeding in the world.
Megaton class water Cherenkov detector experiment, such as Hyper-Kamiokande
project[11], is one of the planned to overcome the current neutrino oscillation limits
and find new physics like proton decay.

The experiment consists of the large water tank and photosensors mounted on
the tank walls to detect Cherenkov lights. The current existing photosensors like
PMT can not suit the experiment because the number of photosensors needed is
quite large (∼200,000) and we can easily expect to face problems of total cost of
the experiment and quality control of photosensors.

We believe HAPD is the solution to solve the problems and develop HAPD and
its readout system. In 2004, 13-inch diameter HAPD was made available for the first
time. HAPD itself has many desirable features like simpler structure, single photon
sensitivity, and better time resolution, compared to PMT. However, the dedicated
readout system has to be developed to compensate HAPD’s gain (∼ 105), two orders
of magnitude lower than that of PMT.
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Physics motivation, next generation water Cherenkov detector, and the principle
of HAPD are discussed in Section 2. The evaluation of 13-inch HAPD is described
in Chapter 2 to show our HAPD satisfies the basic requirements for the next gen-
eration water Cherenkov experiments. In Chapter 3, we discuss the development
and performance of the readout system, consisting of 1) an ASIC preamplifier, 2)
a waveform sampling device, and 3) the digital filtering algorithm. We summarize
the study in Chapter 4.
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Chapter 2

Neutrino experiments and the
target of our R&D

Next generation water Cherenkov detector experiments are desired. However, there
are some difficulties in realizing these experiments. We believe HAPD will solve
some of the difficulties.

In this chapter, we describe the physics background, difficulties of next genera-
tion experiment, and why HAPD can solve the difficulties.

2.1 Neutrino and its oscillation

Neutrino is one of the elementary particles which the Universe is composed of. Since
neutrinos don’t carry electrical charge and rarely interact with matter, they are the
most difficult to detect, compared to other known elementary particles. As a result,
they are also the least understood. Except for the electrical charge, neutrinos are
similar to charged leptons. The weak force treats neutrinos and charged leptons
identically; the strong force affect neither of them; and the gravitational force cou-
ples both of them with other massive particles (remember neutrinos are recently
proved to have finite masses). There are three types, or “flavors,” of neutrinos:
electron-neutrino, mu-neutrino, and tau-neutrino. Charged leptons have also three
flavors: electron, muon, and tauon, corresponding to each flavor of neutrinos. Neu-
trinos and charged leptons are categorized to “leptons.” There are other types of
elementary particles called “quarks” which also have six components, and “gauge
bosons” which meditate forces. All the elementary particles are listed in Table 2.1
and Table 2.2.

Neutrino oscillation is the phenomenon that neutrino changes their flavor as
they fly. This phenomenon can occur only when neutrinos have finite (non-zero)
mass, as explained in the following.

Assuming that neutrinos have finite masses. Neutrino flavor eigenstates (νe, νμ,
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Generation 1 2 3 Electric charge
Neutrinos νe νμ ντ 0

Charged leptons e μ τ -1
Up-type Quarks u c t +2

3

Down-type Quarks d s b -1
3

Table 2.1: Table of “Leptons” and “Quarks.”

Gauge boson Corresponding force
g (gluon) Strong force

W±, Z (weak boson) Weak force
γ (photon) Electromagnetic force

G? (graviton) Gravitational force

Table 2.2: Table of “gauge bosons” and corresponding force.

and ντ ) are written using their mass eigenstates (ν1, ν2, and ν3):⎛
⎝ νe

νμ

ντ

⎞
⎠ =

⎛
⎝ Ue1 Ue2 Ue3

Uμ1 Uμ2 Uμ3

Uτ1 Uτ2 Uτ3

⎞
⎠
⎛
⎝ ν1

ν2

ν3

⎞
⎠ (2.1)

where matrix U is an unitary matrix called “NMS matrix.” In free space, the
Shrödinger equation of a neutrino is given as follows:

i
d

dt
νi(t) = Hiνi(t)(i = 1, 2, 3) (2.2)

using a diagonalized operator matrix H. The solution of the equation is

νi(t) = νi(0)e−iEit(Ei ≡
√

p2
i + m2

i ) (2.3)

where pi and mi are the momentum and the mass of νi.
For the simplicity, here we consider only two neutrino flavors νμ and ντ , and

two neutrino mass eigenstates ν2 and ν3. Then we can rewrite equation 2.1 using a
mixing angle θ: (

νμ

ντ

)
=
(

cos θ sin θ
− sin θ cos θ

)(
ν2

ν3

)
(2.4)

The time evolution of the waveform function of the neutrino, ν(t) is given as follows,
assuming that ν(0) = νμ :

ν(t) = cos θν2(t) + sin θν3(t) (2.5)
= (cos2 θe−iE2t − sin2 θe−iE3t)νμ

+ sin θ cos θ(e−iE2t − e−iE3t)ντ (2.6)
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Thus, νμ which is generated at time 0, can be observed as ντ at time t with the
possibility P (νμ → ντ ) given by:

P (νμ → ντ ) = sin2 2θ sin2((E3 − E2)t/2). (2.7)

Assuming that m2
i << p2

i ,

P (νμ → ντ ) � sin2 2θ sin2(
Δm2t

2E
). (2.8)

where Δm2 ≡ m2
3 − m2

2 and E ≡ pi � Ei. Therefore, neutrino oscillation can take
place only when at least one neutrino have finite (non-zero) mass.

The question whether neutrinos have masses or not had been opened for a long
time until 1998, the discovery of the neutrino oscillation by Super-Kamiokande
experiment[2].

2.2 The target of our R&D

2.2.1 Next generation water Cherenkov detectors

In the last few decades, underground water Cherenkov detector experiments, such
as Super-Kamiokande, have been extremely successful in achieving the new physics
results, including confirmation of solar neutrino flux deficit[3, 4], evidence for at-
mospheric neutrino oscillation[2] and its oscillatory signature[12], evidence for mu-
neutrino disappearance using accelerator-generated neutrinos[13], and setting the
world best limit on the nucleon decay[14, 15, 16].

The water Cherenkov detector consists of a large water tank and photosensors
surrounding the tank. When a charged particle moves faster than the speed of the
light in water, it generates the Cherenkov light. Since all the generated Cherenkov
lights have the same angle with respect to the velocity of the particle, the light
forms a cone and the hit pattern of the photosensors on the tank walls forms the
ring pattern. The timing and the shape of the ring pattern tell us the position and
energy-momentum vector of the charged particle. Based on the ring pattern, we can
distinguish electrons from muons, since electrons form rather “fuzzy” ring patterns
due to electromagnetic cascade shower, while muons don’t.

The merits of the water Cherenkov detector are its large interaction volume and
its hermeticity. The large interaction volume is suitable for the detection of very
rare events, such as neutrino interaction or proton decay. The hermeticity reduces
the possibility to miss signals from a particle, and thereby enhances the efficiency
of the event identification. The high efficiency is useful in various analyses, e.g., it
highly suppresses backgrounds from misidentifications in the rare decay search.

To reach better physics sensitivity, several “next generation” water Cherenkov
detector experiments with a larger volume detector are proposed. One example
is Hyper-Kamiokande project in Japan[17]. The volume of the detector is about
one megaton, which is 20 times larger than that of Super-Kamiokande (Fig. 2.1).
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Assuming the same coverage of photosensors as Super-Kamiokande, we need a quite
large number (about 200,000) of photosensors. If we use the 20-inch PMTs that are
used in Super-Kamiokande, total cost of the experiment might be prohibitive. To
realize such a huge experiment, cost reduction of photosensors is necessary. Needless
to say, upgrades in performance of photosensors are also awaited.

Figure 2.1: A schematic drawing of proposed Hyper-Kamiokande experiment.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　
　　　　　

2.2.2 Requirements to photosensors in next generation water Cherenkov
detectors

Major requirements to the photosensors in next generation water Cherenkov detec-
tor experiments are

1. simple structure,

2. time resolution better than σ = 1ns,

3. single photon sensitivity,
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4. a large sensitive area, and

5. a wide dynamic range up to ∼300 photoelectrons.

The first one is essential for cost reduction on mass production. The second one
is required for the better position resolution of vertex reconstructiona. The third
and forth ones are important for the ring pattern recognition. The last one enables
us to detect high energy cosmic neutrinos.

Our solution to these requirements is to employ an Hybrid Avalanche Photo-
Detector (HAPD) with a large photocathode. HAPD is a new photosensor under
development, based on an unique idea of combining vacuum tubes and silicon device
technology. It has a very simple structure with no dynodes, a good timing response,
capability to detect single photon, a large sensitive area, and a wide dynamic range.
These characteristics exactly suits the requirements listed above, and hence we
have developed HAPDs as photosensors in the next generation water Cherenkov
detectors.

Figure 2.2: The picture shows the path length difference between two Cherenkov
photons originated from the same vertex and reaching the same photosensor.

2.3 What is HAPD?

2.3.1 History of HPD and HAPD

In this section, we briefly describe an Hybrid Avalanche Photo-Detector (HAPD).
aPosition resolution of the vertex reconstruction is dependent on the time resolution of the pho-

tosensors. With photosensor with better time resolution, we can achieve better position resolution
of the vertex reconstruction. However, there is another dilution effect due to the fact that we
cannot determine where the incident photon hits in the photosensitive area of the photosensor.
The path length difference is of the order of D, the diameter of the photosensor’s sensitive area
(See Fig. 2.2). Therefore, the dispersion of the photon arrival timing on the photosensor is D/c′,
where c′ is the speed of the light in water. Since we use the photosensors whose D is ∼30 cm, D/c′

is ∼1.5 ns. Time resolution of the photosensors should be equal or better than D/c′. We set the
requirement to be 1 ns.
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An Hybrid Photo-Detector (HPD), combination of a photocathode and a silicon
device, was proposed by F. A. White and J. C. Sheffield in 1962[18]. HPDs are
introduced to the particle physics experiments by R. Desalvo in 1987[19]. As HPDs
have been improved rapidly and have achieved the quality of practical use[20], some
major experiments are planning to use HPDs as photosensors[21, 22, 23, 24].

An Hybrid Avalanche Photo-Detector (HAPD) is an HPD equipped with an
avalanche diode (AD)b. Since HAPD has one or two orders of magnitude larger
gain than HPD thanks to the additional gain by the avalanche effect, it has a great
advantage in detecting a single photon. , although AD is relatively difficult to
control than usual Silicon devices. Therefore, it has been studied intensively as a
candidate to replace the PMT.

In 1997, M. Suyama et al. reported on a practical HAPD[27]. N. Kanaya et
al. made its detailed evaluation[28]. The HAPD has been developed successfully,
and it is now commercially available[29]. HAPD attracts, now, much attention
in various fields such as gamma-ray telescopes[30, 31], time-of-propagation (TOP)
counters[32, 33], and a detector for future linear colliders[34].

Based upon the background described above, we started to develop an HAPD
with a large photocathode as photosensors for next generation water Cherenkov
detectors. By 2002, we developed a 5-inch prototype HAPD and A. Kusaka made
its evaluation[35].

An HPD with a multi-pixel AD, which has position resolution, has also been
developed recently [37, 38].

Note that HPD/HAPD is also called an “electron bombardment sensor (EB
sensor)”.

2.3.2 The principle of HAPD

The working principle of an HAPD is as follows. Photons are converted into pho-
toelectrons at the photocathode and then accelerated by the HV applied between
the photocathode and the AD. When an electron is driven to the depletion region
of the reverse biased P-N junction of the AD, it creates electron-hole pairs. This
multiplication process is called “bombardment gain.” If the energy of the incident
electron is low enough so that it stops in the AD, the number of the electron-hole
pairs is proportional to the energy of the incident electron.

When the AD is reverse-biased, to the extent not to exceed the breakdown volt-
age, the electron-hole pairs created by an incident electron are further multiplied,
due to the avalanche effect. This second multiplication process is called “avalanche
gain.”

The total charge created in the AD is proportional to the number of incident
photoelectrons.

bNote that the avalanche diode usually detect photons and is called avalanche photo-diode
(APD), although we call it avalanche diode (AD) since in our case it detect electrons, not photons.
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2.3.3 Comparison of HAPD and PMT

Table 2.3 summarizes the comparison of major performances of HAPD and PMT[39,
40, 41]. Pros and cons of HAPD are listed as follows.

Pros:

– HAPD has fair possibility to be low cost, since it has no dynodes and
hence has much simpler structure.

– HAPD has better timing characteristics than PMT, since it has no dyn-
odes and the trajectory length is almost same for all photoelectrons.

– The statistical gain fluctuation of HAPD is so small that very clean
photon counting is possible, since it has high gain (typically more than
1000) in the first multiplication stage (“bombardment gain”) c.

Cons:

– We need to develop a dedicated low-noise readout system, since the total
gain of the HAPD is about two order smaller than that of PMT.

– HAPD demands much higher voltage and we need to treat the insulation
carefully.

In our R&D, evaluation of basic characteristics of HAPD and development of
low-noise readout system are important. The evaluation is discussed in Chapter 3
and the development of the dedicated readout system is discussed in Chapter 4.

cThe total gain G of multi-stage multiplication is given by

G = δ1δ2 · · · δn. (2.9)

In case of PMT, n∼10 and σi ∼ 10. In case of HAPD, n=2, σ1 =∼ 4500 (bombardment gain,
when HV=20 kV) and σ1 =∼ 30 (avalanche gain). The output fluctuation for the 1 photoelectron
input is given by

ΔG

G
=

�
1

δ1
+

1

δ1 · δ2
+ · · · + 1

δ1 · · · δn
, (2.10)

and the fluctuation of the total gain are dominated by the gain fluctuation of the first multiplication
stage (See [42]).
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13-inch HPD 13-inch PMT 20-inch PMT
(R8055) (used in Super-K)

Number of structure
units

∼300 ∼3000 ∼3000

Time resolution (ns) 0.3 (simulation, at 20kV) 1.2 2.3
Rise time (ns) 0.9 6 10
Pulse width (ns) 3 10 20
Gain ∼ 105 ∼ 107 ∼ 107

Operating voltage 20 kV 1.5 kV 2 kV

Table 2.3: Comparison of HAPDs and PMTs.
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Chapter 3

R&D of HAPD

A 5-inch prototype HAPD was tested before. We have developed a 13-inch HAPD.
In this chapter, we discuss the performance of the 13-inch HAPD and consider
whether it satisfies the requirements for the next generation water Cherenkov de-
tectors.

3.1 R&D of 5-inch HAPD

Prior to this thesis, a 5-inch prototype HAPD had been developed. The outcome of
these development was reported in detail by A. Kusaka[35]. Here are some major
results.

Operating HV Gain Time resolution S/N ratio
-8.5 kV 4.4 × 104 0.4 ns 21

Table 3.1: The performance of 5-inch prototype HAPD. These time resolution and
S/N ratio are obtained applying the digital filter.

3.2 Specifications of 13-inch HAPD

We have developed an HAPD with a 13-inch diameter photocathode. Fig. 3.1 is a
picture of our HAPD. Its structure is shown in Fig. 3.2.

The size of the photocathode (effective area) is 332 mm (240 mm) in diameter.
The applied HV between the photocathode and the AD is designed to be 20 kV,
corresponding to ∼ 4500 electron-hole pairs in the first multiplication stage (“bom-
bardment gain”). However, we have a problem in the insulation of the HV. In this
thesis we show the data taken with the HV of 12 kV or 15 kV. The applied reverse
bias voltage on the AD is ∼ 370 V, chosen to achieve maximum gain with a tolerable
AD leak current. Size of the AD is 5mm in diameter. The AD is epitaxial[43, 44],
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front-side illumination type. Our HAPD works on positive HV mode, i.e. the pho-
tocathode is connected to ground and the AD is on the positive HVa. The AD is
AC-coupled to the readout electronics with two 140 pF capacitors (See Fig. 3.3).
Note that because we focus mainly on confirming the fundamental performance of
the prototype, the electron trajectories have not been optimized and the effective
area of the photocathode is smaller compared to the physical diameter of the HAPD.
Note that we are planning to upgrade the tube structure and achieve an effective
area of 300 mm in diameter (See Section 3.3.9).

Figure 3.1: The picture of the 13-inch HAPD.

Photocathode diameter 332 mm (13 inch)
Photocathode effective diameter 240 mm

Photocathode material Bialkali
AD Size (diameter) 5mm

AD type Front-side illumination type
AD capacitance ∼ 70 pF at bias voltage of ∼ 370 V

Table 3.2: Basic characteristics of a 13-inch HAPD.

aBecause our HAPDs are to be used in a water tank of the water Cherenkov detector, the
photocathode must be grounded.

14



���
Photocathode (on GND)

�
��

Avalanche diode

���
Metal AD stage (on +HV)

�	Ceramic tube (insulator)

���Metal bulb (on GND)



�
Glass tube (on GND)

Figure 3.2: The structure of the 13-inch HAPD.

Figure 3.3: The AD is AC-coupled to the readout system.
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3.3 Performance evaluation of 13-inch HAPD

Fig. 3.4 schematically shows the setup for the HAPD performance evaluation.
A raw signal from the HAPD is amplified by a wide bandwidth b preamplifier.

The waveform of the amplified signal is sampled and digitized by an oscilloscopec

and stored on a hard disk. Note that we use an oscilloscope only for the HAPD
performance evaluation. In the future experiment, we plan to use a waveform
sampler such as FADC and/or AMC. After the waveform sampling, we apply the
digital filtering algorithm to the data stored in the oscilloscope, in order to achieve
better S/N ratio and time resolution. As a light source, we use Picosecond Light
Pulser (PLP)d with λ = 441 nm, attached to the photocathode with an optical
fiber cable. The Earth’s magnetic field is shielded to be < 0.2Gauss inside the light
shielding box.

3.3.1 Raw signal

Fig. 3.5 shows a raw signal of the HAPD with the applied HV of 12kV. The rise time
is ∼1 ns and the pulse width is ∼6 ns. The HAPD shows a good timing response.

3.3.2 Avalanche gain and bombardment gain

We measure two kind of gain characteristics, the bombardment gain and the avalanche
gain. The measurement is performed in a “current mode,” that is, we measure the
ratio of the current which flows the AD (See Fig. 3.6) as a function of HV or AD
bias voltage. To subtract background due to the AD dark current, we measure the
difference of the currents with and without the light input.

Fig. 3.7 shows the bombardment gain as a function of the applied HV. We vary
the HV from 0 kV to 12 kV, with the AD bias voltage fixed to be 50V, in order to
disable the avalanche gain. The gain curve rises at HV of ∼3 kV, because there is a
nonsensitive layer on the depletion layer of the AD and the incident electron loses
some energy in the nonsensitive layer (See [26]). The slope of the gain curve is ∼
1/3.6V, which corresponds to the creation energy of an electron-hole pair in Silicon.
The bombardment gain is ∼2400 at the HV of 12 kV.

Fig. 3.8 shows the avalanche gain as a function of the AD bias voltage. We vary
the AD bias voltage from 0 V to 368 V, with the HV fixed to be 12 kV. The gain is
normalized to be 1 at the bias voltage of 40V, since avalanche effect take place at
≥ 40V. The avalanche gain is ∼20 at the maximum AD bias voltage of 368 V.

In total, we achieve the gain of ∼50,000.

bPreamplifier bandwidth is designed to be as wide as possible. High frequency region where
noise component dominates is suppressed afterwards by digital filtering.

cInfinium 54825A, by Hewlett Packard. Its bandwidth is 500 MHz and its sampling rate is
2 GHz.

dPLP-02, by Hamamatsu Photonics. Its pulse width is less than 50 ps. Its trigger jitter is less
than 10 ps.
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Figure 3.4: The measurement setup for the HAPD performance evaluation.
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Figure 3.5: The raw signal of the HAPD on acceleration voltage of 12 kV. The light
input is equivalent to ∼30p.e. The horizontal scale is 2 ns/div and the vertical scale
is 10mV/div.

Figure 3.6: The measurement setup of the “current mode.”

18



Figure 3.7: The bombardment gain as a function of the applied HV.
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Figure 3.8: The avalanche gain as a function of the AD bias voltage.
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3.3.3 Pulse height spectrum

Fig. 3.9 shows a pulse-height histogram after application of the digital filter. The
applied HV is 12 kV and the AD bias voltage is 368V. The horizontal axis is cali-
brated using a test pulse input charge. By fitting each peaks with Gaussian func-
tions,

∑n
i=0 Ci exp(−(x − μi)/(2σ2

i )), we obtain the peak position of each peak, μi.
We define the detector gain as the slope of the linear fit of μi as a function of the
number of photoelectron i. The detector gain is 24,000e. The S/N ratio for 1 p.e.
signal is given by μ1/σ0. The S/N ratio is 10. The equivalent noise charge (ENC)
is given by σ0. The ENC is 2,400. We can observe clear photon counting up to ∼ 5
photoelectrons (p.e.).

Output Q [electron]
-200 0 200 400 600 800 1000 1200 1400

210×0

200

400

600

800

1000

1200

Figure 3.9: The pulse-height histogram after the application of the digital filter
(section 4.4).

3.3.4 Time resolution

Fig. 3.10 shows the peaking time distribution of 1p.e. equivalent signals. We define
the time resolution as a sigma of the Gaussian function fitted to the histogram of
the peak timing of the output signal. Fig. 3.11 shows time resolution vs. number
of input photoelectrons. The time resolution is σ ∼ 0.7 ns for 1 p.e. signal, and
better for ≥ 2 p.e. signals. Note that this time resolution includes not only time

eThis gain is smaller than the product of the bombardment gain and the avalanche gain. This is
because not all the charge generated by the detector flows into the readout system (See Fig. 4.2.1).
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resolution of the HAPD itself, but also that of the readout system. Thanks to the
absence of dynodes, time resolution of the HAPD is significantly better than that
of 20-inch PMTs used in Super-Kamiokandef.

Figure 3.10: The peaking time distribution of 1.p.e. equivalent signals after the
application of the digital filter (section 4.4).

3.3.5 Pulse-height spectrum and time resolution of 13-inch PMT

We measured the pulse-height spectrum and time resolution of the 13-inch PMT
(R8055) by the same method which is applied to the 13inch HAPD, except that
we use no preamplifier in this case. Operated at 1.78 kV of HV, the 13-inch PMT
shows the gain of ∼ 107 and the time resolution of σ ∼ 0.7 ns for 1.p.e. equivalent
signal (See Fig. 3.12 and Fig. 3.13).

3.3.6 Linearity

Fig. 3.14 shows the output pulse height as a function of the number of the input
photoelectrons. Linearity was measured by varying the input light intensity by
changing the ND filtersg. The dominant source of the error bars in Fig. 3.14 are the

fTime resolution of the 20-inch PMTs used in Super-Kamiokande is σ ∼ 2.2 ns for 1 p.e. signal
(see [41]).

gManufactured by Sigma Koki Co., Ltd.
http://www.sigma-koki.com/
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Figure 3.11: The time resolution as a function of the number of input photoelectrons
after the application of the digital filter (section 4.4).

tolerance of the transmittance of the ND filters. Linearity holds up to ∼150p.e.,
which is limited by the saturation of the preamplifier.

3.3.7 Gain and transit time uniformity over the photocathode

Uniformity is measured by changing the position of light source, attached onto the
photocathode. We move the light source in only one direction over the photocath-
ode.

Fig. 3.15 shows the gain uniformity over the photocathode. We set the input
light intensity to be ∼ 2 p.e. equivalent on average. For the gain value, we use the
slope of the linear fit of the peak position in Fig. 3.9 as a function of corresponding
number of photoelectrons. Each error bar represents the error of the linear fit(See
Section 3.3.3).

Fig. 3.16 shows the transit time uniformity over the photocathode. We set the
input light intensity to be ∼ 30 p.e. equivalent on average. Each error bar represents
the time resolution at each position of the light source.

3.3.8 Dark count rate

Fig. 3.17 shows the pulse-height spectrum after the application of the digital filter,
with no light input. Measurement is performed after putting the HAPD in the
light shielding box for two hours with no light input. Applied HV is 15 kV, the
temperature is 15◦C. Counting the signals with the amplitude larger than 0.75
p.e. equivalent, we observe the dark count rate of ∼100kHz, which is much worse
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Figure 3.12: The pulse-height spectrum of the 13-inch PMT, after the application
of the digital filter (section 4.4), operated at HV=1.78kV. We use no preamplifier.
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Figure 3.13: The peaking time distribution of 1.p.e. equivalent signals of 13-
inch PMT, after the application of the digital filter (section 4.4), operated at
HV=1.78kV. We use no preamplifier.
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Figure 3.14: The output pulse height as a function of the number of the input
photoelectrons, with a measured linearity curve of the preamplifier.
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Figure 3.15: The gain uniformity over the photocathode. The horizontal axis is the
light source position from the center of the photocathode.
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Figure 3.16: The transit time uniformity over the photocathode. The horizontal
axis is the light source position from the center of the photocathode.
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compared to that of 20-inch PMTs used in Super-Kh. We consider the reason is
as follows. The dominant source of the dark count of the large HAPD is thermal
electron emission from the photocathode, and the thermal electron emission rate is
much dependent on the fabrication process of the photocathode. However, we have
not optimized the process yet and we consider this is the reason for the worse dark
rate. The supporting fact is that we observe larger photocathode sensitivity than
expected, in long wavelength region (cathode lumen sensitivity, Sk, is 98μA/Lm
and cathode lumen sensitivity for blue, Skb, is 7.7 μA/Lm-b).

Figure 3.17: The pulse-height spectrum after the application of the digital filter
(section 4.4), with no light input, operated at HV=15 kV.

3.3.9 Upcoming R&D issues of 13-inch HAPD

• Tube structure R&D

We are developing new tube structure, which has larger sensitive area (240 mm
→ 300 mm), and better resistance to the water pressure (2.5 atm → 7.5 atm).
To improve the insulation performance, we are also trying to replace the
ceramic insulation tube with the glass one.

• Decoupling capacitor R&D (larger capacitance)
h20-inch PMTs used in Super-K have a dark count rate of ∼10 kHz at a temperature of 10◦C,

where the dark count rate is defined by the rate of pulses greater than 1/4 p.e. in magnitude [41].
The detailed discussion is in Appendix A
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We are developing new decoupling capacitors, which have larger capacitance
(140pF → 4000pF). With larger decoupling capacitances, more charge gener-
ated by the detector flows into the readout (See Section 4.2.1).

• New type of AD (back-side illumination type)

We are developing new ADs called “back-side illumination type AD.” Fig. 3.18
schematically shows the structure of the front-side illumination AD and the
back-side illumination AD. The back-side illumination AD is considered to
have smaller detector capacitance (∼30pF) and superior performance in terms
of surface damage caused by electron bombardment. It is also considered to
be more robust to the alkali pollution when we activate the photocathode.
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Figure 3.18: The upper (lower) figure shows the the structure of the front-side
(back-side) illumination AD.
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Chapter 4

R&D of readout system

A dedicated low-noise readout system for our HAPD must be developed in order to
achieve HAPD’s excellent performances discussed in the previous chapter. In this
chapter, we discuss the R&D of the readout system. We developed a novel readout
system for 13-inch HAPD.

In Section 4.1, we describe the design concept of our readout system. In Section
4.2, we describe R&D of a prototype discrete circuit preamplifier and an ASIC
preamplifier. In Section 4.3, we describe R&D of an AMC ASIC prototype as a
waveform sampler. In Section 4.4, we describe R&D of digital filtering algorithm
and its implementation on FPGA.

4.1 Design concept of readout system

Requirements to the readout system are as follows:

Low noise In order to detect a single photon, with HAPD whose gain is ∼ 105,
one or two orders of magnitude smaller than that of PMT, the noise level of
the readout system must be low enough. Low noise is also essential for good
time resolution.

Good time resolution better than 1ns Since the time resolution of the whole
system is determined by that of HAPD itself (i.e. dispersion of the photoelec-
tron trajectory length) and that of the readout system, the readout system
must have time resolution better than 1ns, which is required for the whole
system.

High yield and low cost on mass production In next generation water Cherenkov
detector experiments, a quite large number (∼200,000) of sensors are needed.
Therefore high yield and low cost on mass production are of serious interest.
ASIC preamplifier and AMC ASIC have advantage over other devices in this
regard.
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Fig. 4.1 schematically shows our readout system. It consists of 1) a fast (wide
bandwidth) and low-noise preamplifier, 2) a high speed (∼1GHz) waveform sampler,
and 3) a digital filter to extract signal amplitude and timing information.

Note that we feed the output signal from the preamplifier directly into a wave-
form sampler, without any shaping amplifier, because digital filtering algorithm
after the waveform sampler plays the role of the shaping amplifier.

The uniqueness of our system is that we are not using a traditional shaper+ADC+TDC
solution. Instead, we adopt a waveform sampler and a digital filter, because the
performance of digital filters is much superior to that of analog shapers and we can
highly enhance the S/N ratio and time resolution. We can adopt digital filters only
when we use a waveform sampler, not ADC+TDC.

4.2 Preamplifier

Firstly we describe the requirements to preamplifier. Secondly we report the R&D
of our discrete circuit preamplifier. Finally we report the R&D of our ASIC pream-
plifier, version “ASIC2004.” Picture of the preamplifiers are shown in Fig. 4.2.

Preamplifiers described in this chapter have been developed and evaluated by
Y. Kawai (HPK).

4.2.1 Requirements

Requirements to the preamplifier are 1) wide bandwidth, 2) large input capacitance,
3) low noise, and 4) wide dynamic range.

1. Bandwidth of the preamplifier must be as wide as possible. Even though wider
bandwidth results in more noise rather than more signal, we can achieve larger
S/N ratio and better time resolution with wider bandwidth because noise
component can be suppressed afterward by digital filter algorithm. Wide
bandwidth is equivalent to the fast rise time of the preamplifier output signal.

2. Large input capacitance, or low input impedance, is essential to achieve larger
gain, because the charge which flows into preamplifier, Q, is given by the
following equation (see Fig. 4.3):

Q = Qtotal · C ′

Cdet + C ′

(
C ′ ≡ (Cdecouple/2) · Cin

(Cdecouple/2) + Cin

)
, (4.1)

where Qtotal is the total charge generated by the detector, Cdecouple is the
capacitance of the decoupling capacitor, and Cin is the input capacitance of
the preamplifiera. Large input capacitance Cin can be achieved by large open

aCdecouple is 140 pF. Typical detector capacitance is 70 pF. With larger Cin, we lose less signal
charge. However, even if we can achieved the Cin = ∞, Q = 0.5 · Qtotal and we lose 50% of the
signal. To overcome this problem, smaller detector capacitance and larger decoupling capacitance
are essential. We are planning to upgrade our AD and decoupling capacitors, and will achieve
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Figure 4.2: The picture of the discrete circuit preamplifier (left) and the ASIC
preamplifier version “ASIC2004” (right).
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loop gain, since Cin is given by Cin = Cf × (A + 1), where Cf is feedback
capacitance and A is the open loop gain.

3. Since the gain of the HAPD is ∼ 105, the ENC of the preamplifier must be
well below 105 electrons, in order to detect single photon. Here we demand
ENC to be less than ∼ 104 electrons.

4. In order to meet the dynamic range requirement of the readout system (300 p.e.),
preamplifier must have dynamic range of more than 300 p.e.

We need to develop the preamplifier which meets the requirements listed above.

Figure 4.3: The equivalent circuit of the HAPD connected with the preamplifier.
Qtotal is the charge generated by detector, Cdecouple is the capacitance of the decou-
pling capacitor, and Cin is the input capacitance of the preamplifier.

4.2.2 Design concept

We design our preamplifiers following the one developed for the Belle CSI calorimeter[45].
Main ideas are 1) folded cascode charge amplifier with negative feedback, and

2) low noise and fast bipolar transistor as an input transistor and use of several
transistors in parallel.

1) The cascode configuration has two merits. First, it increases output impedance.
With high output impedance, we can achieve high open loop gain by connecting the

Cdet = 30 pF and Cdecouple = 4000 pF (See Section 3.3.9). Then we lose only 1% of the signal
charge if Cin = ∞.
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output to a high impedance node. The high open loop gain is essential to achieve
the low input impedance with negative feedback. Second, it reduces unwanted feed-
back capacitance. It is important to achieve wide bandwidth. There are two type
of cascode configuration: “totem pole” configuration and “folded cascode” config-
uration. They are schematically shown in Fig. 4.4. The merit of the totem pole
cascode configuration is that it uses only NPN type transistors and does not need
any PNP type transistors, which is slower than NPN type. The demerit is that
we need larger power supply voltage to get larger dynamic range, and this results
in the larger power dissipation. In addition, we need a level shifter in the signal
path as an extra node, and this can be an additional noise source. The merit of the
folded cascode configuration is that we need no level shifters. The demerit is we
have to use PNP transistors. Considering the merits and demerits, we choose the
folded cascode configuration.

2) The input transistor is the most important device, since it is the primary
factor which determines the noise performance of the preamplifier. As the input
transistor, we use Bipolar Junction Transistor (BJT). The reasons why we select
BJT are a)its transconductance, gm, is large, b) its bandwidth is very wide, and c)
its noise performance is good for the wide bandwidth application, compared with
other type of transistors. We use several transistors in parallel, in order to reduce
the base spreading resistor rbb′ of the input transistor, since rbb′ is a dominant noise
source in high frequency region

4.2.3 Discrete circuit

Fig. 4.5 schematically shows the discrete circuit preamplifier. We use four “2SC5086”
transistors in parallel as the input transistor. The voltage supply is +5V and -5 V.
The feedback capacitance is 1pF and the feedback resistance is 100kΩ.

Impulse response

Fig. 4.6 shows the output signals with various capacitors connected in parallel to the
preamplifier input, with test pulse input charge of 0.1pC. These capacitors mimic
the detector capacitance, hence we call them “pseudo detector capacitance.” The
rise timeb of the test pulse input is 5 ns, hence the rise time of the preamplifier itself
(tamp

rise ) is calculated from the rise time of the output signal (trise) shown in Fig. 4.6
as follows:

tamp
rise =

√
(trise)2 − (5 ns)2. (4.2)

The result shows two critical features: as a pseudo detector capacitance increases,
rise time of the signal becomes slower and output amplitude becomes smaller. Both
results indicate that open loop gain of the preamplifier is not large enough. The
deterioration of the output signal shape results in a serious problem in deducing
the signal amplitude and timing information by digital filters.

bThe definition of the rise time is 10%-90%.
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Figure 4.4: Two types of the cascode configuration of preamplifier.
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Figure 4.5: The schematic figure of discrete circuit preamplifier. The feedback
capacitance is 1pF and the feedback resistance is 100kΩ.
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Figure 4.6: The output signals with pseudo detector capacitances of 0, 30, 70, 132,
and 200 pF. Test pulse input charge is 0.1pF and its rise time is 5 ns. The horizontal
scale is 100 ns/div and the vertical scale is 20mV/div.
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Typical detector capacitance is ∼70 pF. With a pseudo detector capacitance of
∼70 pF and test pulse input charge of 0.1pF whose rise time is 5 ns, we observe the
rise time of 31 ns and the output amplitude of 83mV. The charge gain is calculated
to be 0.8V/pC, which is smaller than the design value, 1V/pC (the feedback ca-
pacitance is 1pF). This is because the open loop gain of the preamplifier is not large
enough and the waveform is distorted.

Equivalent Noise Charge

Fig. 4.7 shows the Equivalent Noise Charge (ENC) with various pseudo detector
capacitances. Fitting with a theoretical function, ENC is ∼3300 electrons, with the
pseudo detector capacitance of 70 pF. This is consistent with the estimated value,
2900 electron, calculated using data sheet parameters of the input transistor.

Figure 4.7: The Equivalent Noise Charge (ENC) vs. pseudo detector capacitance.

Slew rate

As the input charge increase, the waveform of the output signal is distorted by the
slew rate limit before the saturation of the the output signal amplitude occurs (See
Fig. 4.8), with the test pulse rise time of 5 ns and the pseudo detector capacitance
of 70 pF. The observed slew rate is ∼50 V/μsec. When the detector capacitance is
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70 pF, the width of the detector raw signal is 5 ns, and the rise time of the output sig-
nal is 30 ns, the slew rate limit of the preamplifier is given as (30ns/0.8)×50V/μsec
=1.9 Vc. Assuming that the detector gain is 105 and all the charge generate by the
detector flows into the preamplifier, the slew rate limit in photoelectron (p.e.) is
given as follows:

1.9V

1.6 × 10−19 C × 105 × 0.8 V/pC
=∼ 150 p.e. (4.3)

Figure 4.8: The figure shows the output signal of the discrete circuit preamplifier,
distorted by the slew rate limit. We observe the slew rate of ∼50 V/μsec. The
horizontal scale is 10 ns/div and the vertical scale is 200 mV/div.

We suppose the cause of the slew rate limit is the stray capacitance in the
circuit(See Fig. 4.9). When v in Fig. 4.9 drops, the stray capacitance must be
discharged first. Therefore, the slew rate of the preamplifier is determined by I/C.

cThe definition of the rise time is 10%-90%.
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Figure 4.9: The slew rate is limited by the stray capacitance in the circuit.

Linearity

Fig. 4.10 shows the saturation of the output signal and the linearity of the pream-
plifier. The rise time of the input signal is set to be long so that slew rate does not
limit the output signal. The linearity holds up to the output signal amplitude of
∼1.4 V with a resolution of ∼7 bit. (See Fig. 4.15 for the residuals of the linear fit).
The linearity limit is equivalent to ∼125 p.e., assuming that the detector gain is 105

and all the charge flows into the preamplifier. Since this is smaller than the slew
rate limit with the same assumption as above, 150p.e., the linearity limit determines
the dynamic range of the preamplifier.

4.2.4 ASIC2004

Fig. 4.11 schematically shows the ASIC preamplifier, version “ASIC2004.” This
ASIC preamplifiers are fabricated using the bipolar process (NEC, 0.6 μm). We use
ten transistors in parallel as the input transistor. The feedback capacitance is 1pF,
and the feedback resistance is 100kΩ.

Note that feedback capacitor is not in parallel with the feedback resistor, but
one of its terminals is connected to the middle node of the signal path. This method
has two merits in stabilizing the circuit. First, the fast feedback capacitor works as
the capacitor for “compensation.” Since the input side of the feedback capacitor’s
terminal is almost fixed at a constant voltage, the feedback capacitor reduces the
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Figure 4.10: The left figure shows the saturation of the preamplifier output. The
horizontal scale is 100 ns/div and the vertical scale is 500 mV/div. The right figure
shows the linearity of the discrete circuit preamplifier, fitted with a linear function.

bandwidth of the preamplifier, and we can decrease the feedback amplitude in a high
frequency region where the stability is not good. This is called “compensation.”
Second, the feedback current through the feedback capacitor is namely faster than
that in the normal feedback configuration. The faster feedback current is, the better
the circuit is stabilized.

Detector capacitance dependence of the impulse response

Fig. 4.12 shows the output signals with various pseudo detector capacitances con-
nected in parallel with the preamplifier input. The ASIC preamplifier shows less
waveform deterioration than discrete circuit preamplifier, because the open loop
gain of the ASIC preamplifier is greatly improved compared to that of the discrete
circuit amplifier.

Typical detector capacitance is ∼70 pF. With a pseudo detector capacitance of
∼70 pF and the test pulse input charge whose rise time is 5 ns, we observe the rise
time of 5 ns and the charge gain of 0.6V/pC, which is smaller than the designed
value, 1V/pC (the feedback capacitor is 1 pF), even though the open loop gain is
large enough (no deterioration of the output waveform is observed with Cd=70pF).
We also found that the time constant of its tail is ∼200 ns, which is longer than the
design value,100 ns (1 pF×100kΩ). Therefore we assume that we have the wrong
feedback capacitance of ∼2 pF, not the design value of 1 pF, because of the process
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Figure 4.11: The schematic figure of ASIC2004 preamplifier. The feedback capacitor
is 1 pF and the feedback resistor is 100kΩ.
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Figure 4.12: The output signals with pseudo detector capacitances of 0(brown),
70(red), 160(blue), and 510 pF(green). The horizontal scale is 100 ns/div and the
vertical scale is 20mV/div.

error and/or the wrong stray capacitance around the feedback capacitor.

Equivalent Noise Charge

Fig. 4.13 shows the Equivalent Noise Charge (ENC) with various pseudo detector
capacitances, compared with that of the discrete circuit amplifier. Fitting with
theoretical function, ENC of the ASIC2004 preamplifier is ∼3700 electrons with a
pseudo detector capacitor of 70 pF. Though it is larger than that of the discrete
circuit preamplifier, 2900 electrons, it is still smaller than the requirement value
of 104 (the typical HAPD gain is 105). In addition, since the ASIC preamplifier
has wider bandwidth, it is possible that the ASIC preamplifier shows better noise
performance than discrete circuit preamplifier, after the application of the digital
filter.

Slew rate

As the input charge increase, the waveform of the output signal is distorted by the
slew rate limit, before the saturation of the output signal amplitude occurs (See
Fig. 4.14), with the test pulse rise time of 5 ns and the pseudo detector capacitance
of 70 pF. The observed slew rate is ∼120V/μsec . Assuming that the detector gain
is 105 and all the charge flows into the preamplifier, the slew rate limit is calculated
to be ∼75p.e., using that the charge gain is 0.6 V/pC, detector capacitance is 70 pF,
and width of the detector raw signal is 5 ns.

Though the slew rate improves by a factor ∼2 compared to that of the discrete
circuit preamplifier, the slew rate limit in photoelectron (p.e.) becomes worse by a
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Figure 4.13: The Equivalent Noise Charge (ENC) of ASIC2004 preamplifier, com-
pared with that of the discrete circuit preamplifier.
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factor ∼2 because the rise time of the output signal improves and is shorter by a
factor of ∼2d.

Figure 4.14: The figure shows the output signal of the ASIC preamplifier, distorted
by the slew rate limit. The slew rate is ∼120V/μsec.

Linearity

Fig. 4.15 shows the linearity of the preamplifier. The rise time of the input signal
is set to be long so that slew rate does not limit the output signal. The linearity
holds up to the output signal amplitude of ∼1.4 V with a resolution of ∼6 bit. The
linearity limit is equivalent to ∼100 p.e. This is larger than the slew rate limit,
75p.e., hence in this case the slew rate limit determines the dynamic range of the
preamplifier.

4.2.5 Summary and future plans of preamplifiers

Table 4.1 shows the summary of the performance of the preamplifiers. Though
ASIC2004 preamplifier meets the requirements of 1. fast rise time (wide bandwidth),
2. no deterioration with pseudo detector capacitance (low input impedance) and 3.

dThe “slew rate limit in photoelectron (p.e.)” is proportional to the “slew rate ” × the “rise
time of the output signal .”
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Figure 4.15: The upper figure shows the linearity of the ASIC preamplifier compared
with that of the discrete circuit preamplifier, both fitted with a linear function. The
lower figure shows the residuals of the fit.
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low noise, it doesn’t meet the 4th requirement, dynamic range of the preamplifier
up to 300p.e.

Our solution to meet the 4th requirement is to use a larger feedback capacitor
Cf , which results in smaller charge gain and hence wider dynamic range in pho-
toelectron. As long as Cdet � Cf , ENC of the preamplifier is independent of Cf ,
because ENC is a function of Cdet + Cf .

Requirements Discrete circuit ASIC2004
Wide
bandwidth

Rise time ∼ 5 ns
with Cd=0pF

× (8 ns) © (1 ns)

Low input
impedance

No deterioration
with Cd∼70 pF

× ©

Low noise ENC 	 104 © (2900 electron) © (3700 electron)
Linearity
and slew
rate

Up to ∼300p.e. × (125p.e., limited
by the linearity)

× (75p.e., limited
by the slew rate)

Table 4.1: Summary of the performance of the preamplifiers.

New version of ASIC preamplifier, version “ASIC2005” is under development
(it has already submitted). Following issues will be achieved in the new version: 1)
modification of the charge gain from 0.6 V/pC to 0.125V/pC 2) improvement of the
slew rate from 120 V/μsec to 2000 V/μsec, and 3) two output ports with/without
additional ×10 voltage amplifier for small/large input charge(See Fig. 4.16). The
dynamic range of the new preamplifier will not be limited by the slew rate, but by
the linearity limit or the saturation of the output signal amplitude. By selecting the
appropriate output port depending on whether the input charge is small or large,
we will be able to achieve the dynamic range of ∼1000p.e.

4.3 AMC as a waveform sampler

Requirements to the waveform sampler are as follows:

1. fast sampling speed

In order to meet the requirement that the readout system must have time
resolution of 1 ns, the sampling speed of the waveform sampler must be as
fast as ∼1 GHz.

2. high resolution

In order to meet the requirement that the readout system must have dynamic
range of 300p.e., resolution of the waveform sampler must be as high as 9-
10 bit, because 1p.e. signal should be equivalent to a few bits.
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Figure 4.16: The schematic figure of “ASIC2005” preamplifier. Its charge gain is
0.125 V/pC and it has two output ports with/without the additional ×10 voltage
amplifier.

As a waveform sampler, there are two possible configurations: fast Flash ADC
(FADC), or Analog Memory Cell (AMC) + slow FADC. We develop AMC+slow
FADC as a waveform sampler.

First, we describe the principle of AMC. Second, we compare the characteristics
of AMC and FADC. Finally, we report the R&D of our AMC, version “AMCM64.”

4.3.1 Concept of Analog Memory Cell

The important idea of this device is that fast waveform sampling of ∼1 GHz is
realized without any fast clock, using cell capacitors as a “pipeline” which store the
sampled waveform.

The equivalent circuit of AMC is shown in Fig. 4.17. Each stage consists of
an analog switch, a cell capacitor, a delay buffer and an output buffer amplifier.
If a trigger signal is injected to the first stage of AMC, the analog switch of the
first stage turns off, and after being delayed by the delay buffer, the trigger signal
travels to the second stage. In the same way, all analog switches are turned off
one by one as the trigger signal go through all stages. When an analog switch of a
stage is turned off, voltage of analog input at that timing is “memorized” by the cell
capacitor of the stage. As a result, the first cell capacitor memorizes the voltage of
analog input at time Tt, the second cell capacitor memorizes the voltage of analog
input at time Tt +td, · · · ,and the kth cell capacitor memorizes the voltage of analog
input at time Tt + (k − 1)td, where Tt is the triggered time , td is the delay time
of each delay buffer, k = 1, 2, · · · , N , and N is the number of the stages. N is also
called “depth” of AMC. The waveform stored by cell capacitors are read out via
an analog multiplexer. Output of multiplexer is AD converted by relatively slow
FADC, with sampling speed of few MHz .
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Figure 4.17: The equivalent circuit of Analog Memory Cell (AMC).
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4.3.2 Analog Memory Cell and Flash ADC

The characteristics of AMC and FADC are summarized in Table 4.2. The merits of
AMC are its low power dissipation and low cost per channel, which are important
features in case of large scale experiments. In addition, since AMC is implemented
in ASIC, we can put preamplifier and waveform sampler into the same ASIC chip,
and we can save space of readout electronics. The demerit is its limited depth, but
we can overcome this demerit by connecting multiple AMCs in daisy chain pattern.
The primary merit of Flash ADC is that it is already available commercially. The
demerit is its large power dissipation and high cost per channel.

As for the resolution, FADCs of ∼10 bit resolution are available. However, they
are not listed in Table 4.2, since they are too expensive and their power dissipation
is too large. Note that cost and power dissipation of FADC are almost proportional
to 2n when it has nbit resolution.

Considering the merits and demerits, we choose AMC as our waveform sampling
device.

AMC FADC
Sampling speed 1∼2GHz 0.5∼1 GHz
Power / channel ≤ 0.5W 1∼2 W
Cost / channel ∼ 104yen (0.5 ∼ 1) × 105yen

Depth 512∼1024 ≥ 104

Resolution ≥ 10 bit ∼8 bit

Table 4.2: The summary of performance of AMC and FADC.

4.3.3 AMCM64

Fig. 4.18 is the picture of our AMC, version “AMCM64.” The number of stages,
or its “depth,” is 64. It has two blocks and each block contains 32 stages. The
sampling speed is designed to be ∼1GHz.

Timing chart

Fig. 4.19 is the timing chart of input/output signal of AMC. At the falling edge
of “DIN,” AMC starts sampling an input signal. After taking 64 samples, it stops
sampling. At the rising edge of “SRDI,” stored waveform starts to be read out. At
the rising edge of “DIN,” all capacitors are discharged. The simplified equivalent
circuit (only one stage) is shown in Fig. 4.20.

Linearity

Fig. 4.21 shows the linearity of 1st, 17th, and 32th stage of AMC block 1. We
input the constant voltage from the analog input of AMC and measure the output
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Figure 4.18: The circuit pattern of AMC.

Figure 4.19: The timing chart of AMC. The readout clock is 100kHz.
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Figure 4.20: The equivalent circuit of one cell of AMC.

level, varying the input voltage. Each stage has the dynamic range of ∼5 V and
the linearity holds within the dynamic range, with the resolution of ∼8 bit. This
doesn’t satisfy the requirement. Note that the resolution of AMC is worse than
that of each stage of AMC, due to the effect of stage by stage dispersion shown in
the next section.

Stage to stage variation of output amplitude

Fig. 4.22 shows the output signal of AMC block 1 (2), when we input the constant
voltage of 1V (-1V), respectively. Fig. 4.23 shows the differences of the output
amplitudes of AMC block 1, when we input the constant voltage of -2.9V∼2.1V.
We observed the output amplitude differs ∼40mV.

Propagation delay interval between stages

Fig. 4.24 shows the delay interval of the delay buffers of each stage. We measure the
delay interval between mth stage and nth stage, using a method described below.
We use a ramping up signal as a input, with a variable delay. First we set the input
delay to be Td and measure the output amplitude of nth stage, A(n, Td). Then we
change the input delay from Td to Td +ΔTd so that output amplitude of mth stage
is equal to be A(n, Td),

A(m, Td + ΔTd) = A(n, Td). (4.4)
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Figure 4.21: The upper figure shows linearity of 1st, 17th, and 32th stage of AMC
block 1, fitted with a linear function. We use the data of input voltage = -2.7∼1.9 V
for the fit. The lower figure shows the residual of the fit.
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Figure 4.22: The left (right) figure shows the output signal of block 1 (2), with the
constant voltage input of -1 V (1 V). The dispersion is ∼10mV (∼20mV ), with the
constant voltage input of -1V(1 V).

Figure 4.23: The differences of the output amplitudes of AMC block 1. The ampli-
tude differs ∼40 mV.
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Here, ΔTd is a delay interval between mth and nth stage (See Fig. 4.25).
The dominant sources of errors in Fig. 4.24 are as follows: 1) The minimum step

of the delay is 50ps. This results in the error of σ = 50/
√

12 = 15 ps. 2) We use the
input signal with a rise time of 5 ns and amplitude of 2 V. As the output amplitude
could vary ∼10mV, with a input voltage of 1 V, depending on which stage we are
measuring (See Section 4.3.3). This results in the error of ∼25 ps.

The tendency is observed that the former stages have smaller delay in both
blocks. We suspect this is because the circuit layout of the current AMC is not
appropriate and the ground impedance of the stage is not small enough. This
problem will be solved in the next version of AMC, by making the ground impedance
small enough with careful circuit layout.

Pulse response

Fig. 4.26 shows the AMC response to the fast pulse input, varying the input delay.
We observe deterioration of pulse shapee , which means the bandwidth of stages is
not uniform.

We suspect this is because the circuit layout of the AMC is not appropriate and
the ground impedance is not small enough. This problem will be solved in the next
version of AMC, by making the ground impedance small enough with careful circuit
layout.

4.3.4 Summary and future plans

We have developed an AMC version “AMCM64,” which has ∼1 GHz sampling speed
and ∼8bit resolution. The stage to stage variation of output amplitude makes the
resolution worse.

Though our AMC meets the sampling speed requirement, it fails to meet the
requirement of resolution, 9∼10 bit. We also found some problems, stage-to-stage
variation of output amplitudes, delay intervals, and bandwidths, due to the inap-
propriate ground impedance.

For the next versions of AMC, we are planning to 1) modify the circuit lay-
out so that ground impedance is reduced , and 2) improve the resolution to meet
the requirement of resolution 9∼10 bit, by improving the linearity. Using AMC in
differential mode is also effective for improving the resolution. We also increase
the number of stages up to 512∼1024, by implementing many AMCs in series in
one chip, in order to achieve a wide time window (0.5∼1μs) to sample the entire
waveform of the preamplifier output signal.

eFor example, maximum amplitude of the output signal changes, depending on the input delay,
or which stage is the maximum.
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Figure 4.24: The upper (lower) figure shows the delay interval of each stage in AMC
block 1 (2).
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Figure 4.25: How to measure the delay interval of each stage. Delay interval between
mth and nth stage is given by ΔTd when A(m, Td + ΔTd) = A(n, Td).

4.4 Digital filtering algorithm

We apply digital filter on the sampled and digitized waveform, in order to 1) suppress
noise component and enhance signal component , and 2) deduce information of
amplitude Q and timing T (see Fig. 4.27).

We adopt Field Programmable Gate Array (FPGA) as a device to implement the
digital filtering algorithm. Optimization of the digital filter was done considering
not only for performance but also its cost.

First, we describe our digital filter algorithm. Then we describe the R&D of its
implementation on FPGA.

4.4.1 Digital filtering algorithm

Digital filters and analog shaping amplifiers

Digital filter is a substitute for a shaping amplifier which is generally used in readout
system. A major merit of digital filter is that it is highly customizable and hence
gives superior performance. Since HAPDs have relatively small gain, it is important
to suppress noise in order to achieve larger S/N ratio for single photon detection
and good time resolution. The demerit is the need of a waveform sampler, its cost
on implementation, and larger power consumption. However, we can overcome the
demerits by using an AMC as a waveform sampler and using FPGA technology for
implementation, where the remarkable progress has been made in recent years.
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Figure 4.27: The task of the digital filter.

Principle of digital filters

We adopt FIR(Finite Impulse Response) filters. The filter output signal y[i] is
calculated from the input signal x[i](i = 1, · · · , N ; N is the length of x[i]) as:

y[i] =
L−1∑
j=0

x[i + j] × h[L − 1 − j] (4.5)

where h[i](i = 1, · · · , L) is a series that defines the property of the filter and L is the
length of h[i]. h[i] is called “filter kernel.” The equation 4.5 can be written using
convolution as:

y[i] = (x ⊗ h)[i]. (4.6)

Using a Discrete Fourier Transformation (DFT), frequency domain expression of
x[i], X[k], is given as:

X[k] =
N−1∑
j=0

x[j]e−2πi·jk/N . (4.7)

Y[k] and H[k] are defined in the same way. Using Convolution Theorem, the equa-
tion of the time-domain can be written in the frequency-domain as

Y [k] = X[k] × H[k]. (4.8)

Thus, by moving from the time-domain to the frequency-domain, convolution changes
into multiplication. Fig. 4.28 shows what happens in the time-domain and the
frequency-domain. By changing H[k], we can make any kind of filters such as high
pass, low pass, band pass, and so on.

Deduction of amplitude Q and timing T is very simple. We search a peak in
y[i]. If the peaking time is i = imax and the peak amplitude is y = y[imax], Q, T
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Figure 4.28: An example of the effect of the digital filter in the time-domain and
the frequency-domain.
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are given as

Q ≡ y[imax] (4.9)
T ≡ imax. (4.10)

Q is relative value, and should be calibrated to “number of electrons,” using a test
pulse input.

For a given set of sampled waveforms and the filter kernel H[k], we can deduce
(Q, T ) pairs in this way. By making histograms of Q and T , we get the pulse-height
spectrum and timing distribution such as Fig. 3.9 and Fig. 3.10, respectively.

Matched Optimal Filter (MOF)

For a given set of {xl[i]} and {xnoise
l [i]}, a digital filter h(k) which gives the best

S/N ratio and best time resolution is given by the following equation, where {xl[i]}
({xnoise

l [i]}) (l = 1, · · · , Nevent; i = 1, · · · , N) are filter input waveforms with (with-
out) light input, Nevent is the number of events, and N is the length of waveforms:

h(k) = DFT−1(H(k)), H[k] =
S[k]∗

|N [k]|2 . (4.11)

This filter is called “Matched Optimal Filter (MOF).” S[k] and N [k] are derived
from {xl[i]} and {xnoise

l [i]} f. Since the length of S[k] and N [k] is N, the length of
MOF is N.

In general, signal component distributes mainly in a low frequency region while
noise component distributes in almost all frequency region (“noise floor”). In this
case, MOF is a kind of low-pass filter. It enhances low frequency region where
signal component is dominant and it suppresses high frequency region where noise
component is dominant (see Fig. 4.29).

4.4.2 FPGA implementation

We implement the filtering algorithm on Field Programmable Gate Array (FPGA).
The important R&D issue is to develop a kernel with shorter length, which is
cheaper to implement on FPGA, without losing the performance of MOF.

fxl[i] and xnoise
l [i] are expressed as:

xl[i] = sl[i] + nl[i], (4.12)

xnoise
l [i] = nl[i]. (4.13)

where sl[i](nl[i]) are signal(noise) components of the filter input waveform. Assuming that there
is no timing correlation between signal and noise, average of {nl[i]} over l is ∼0, and DFT of
the average of {xl[i]} over l gives the signal frequency distribution S[k], while average over l of
magnitude of the DFT of {xnoise

l [i]} gives the noise frequency distribution N [k].
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Figure 4.29: How MOF works in the frequency-domain. MOF picks up the low
frequency region and suppresses the high frequency region.

Resource consumption on FPGA vs. filter kernel length

To estimate the needed size of FPGA as a function of filter kernel length, we use
software tools called “ISE Foundation” and “Xilinx LogiCORE” developed by Xil-
inx, Incg. ISE Foundation is the integrated softwares to synthesize a bitstream
from VHDL files, find an adequate mapping and implement the bitstream onto the
device. Xilinx LogiCORE is a set of IP cores, which is highly parameterizable, area
efficient and high-performance algorithms to realize a small space consumption and
good timing characteristics when implemented onto FPGA. As a FIR filter, we use
a IP core called “Distributed Arithmetic FIR.”[46] We use the input signal of 10bit,
filter coefficients of 10bit and “×11 over sampling” option.

Fig. 4.30 shows the number of needed gates and the price of the corresponding
size of FPGA, as a function of the filter kernel length. The number of gates is almost
proportional to the filter kernel length. The cost of the FPGA is almost proportional
to the filter kernel length. We have two versions of FPGA, “Vertex-II” series and
its low-cost version, “Spartan-3” series.

Filter performance vs. filter kernel length

Simulation setup To evaluate the filter performance as a function of filter kernel
length, we use a simulation setup described as follows (see Fig. 4.32).

Generate HAPD raw signals whose width is ∼ 5ns. Typical preamplifier response
waveform has rise time of <1ns and a tail of time constant of 150 ns. Convoluting
raw signals and the preamplifier response, we get signal components of the filter
input waveforms, sl[i], where l = 1, 2, · · ·Nevent (Nevent is number of generated
waveforms) and i = 1, 2, · · ·N (N is number of sampled points in each waveform).

ghttp://www.xilinx.com/
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Figure 4.30: The number of gates vs. filter kernel length (left) and cost vs. filter
kernel length (right).

Figure 4.31: The Simulink model of our digital filter.
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Figure 4.32: The simulation setup.

Generate noise components of the filter input waveforms, nl[i] from the frequency
distribution of the discrete circuit preamplifier noise, N [k]. The filter input wave-
form, xl[i], is given by adding sl[i] and nl[i]. When we add xl[i] and nl[i], we scale
them so that S/N ratio at a filter input is 5 h or 50,000.

Assuming that there is no timing correlation between signal and noise, the
average of nl[i]s over l is ∼ 0, and DFT of the average xl[i] over l gives the signal
frequency distribution S[k]. Thus, from xl[i]s and nl[i]s, which correspond to the
filter input waveforms with and without the light input, we can derive S[k] and
N [k]. From S[k] and N [k], we can calculate filter kernel H[k] of MOF by equation
4.11. As a result, kernel length of MOF is N, the length of the sampled waveform.

Shorten the filter kernel Instead of using MOF, we use the filter kernel that
has similar performance and shorter kernel length N ′(N ′ < N), given by either of
the following methods:

1. “Cutoff” Cut off the both ends of the MOF kernel and make the new kernel
whose length is N ′(See Fig. 4.33). Note that MOF kernel is almost flat at the
both ends of the filter, so we don’t lose the performance so much even though
we make it shorter in this way.

hThis is equivalent to the S/N ratio of ∼10(See section 3.3.3).
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2. “Resampling” Apply DFT on the MOF kernel and resampling it in the fre-
quency domain so that it consists of N ′ sample points. i Then apply inverse
DFT and we get the new kernel whose length is N ′(See Fig. 4.34).

Figure 4.33: “Cutoff” method to shorten the filter kernel length.

The filter length of MOF is ∼1000. Fig. 4.35 and 4.36 show S/N ratio and time
resolution after the application of shortened filter kernels, when S/N ratio at filter
input are 5 and 50,000, respectively. In the former case, we observe the S/N ratio
of ∼10 after the application of MOF. We observe that we can realize almost same
performance with MOF, using a filter whose length is 200∼400. This corresponds to
the FPGA cost of 2000∼5,000 yen per channel. In the latter case, the time resolution
is ∼0.3,ns and equivalent to 1 ns/

√
12. This shows that the time resolution is limited

by the sampling speed.

4.4.3 MATLAB(Simulink)+SignalMaster simulation

Using a software package called MATLAB(Simulink) developed by Mathworks Inc.j,
and the test board called SignalMaster Quad, developed by Lyrtech Inc.k, we per-

iResample a signal (length p) to make a new signal (length q) is performed as follows. For
the given signal x(i)(i = 1, · · · , p), we apply DFT and obtain X(j)(j = 1, · · · , p). We define
X ′(k)(k = 1, · · · , pq) as �

X ′(k) ≡ X(k) if k = 1, · · · , p
X ′(k) ≡ 0 if k = p + 1, · · · , pq

Then apply inverse DFT and get x′(k)(k = 1, · · · , pq). The resampled signal y(j)(j = 1, · · · , q) is
given as

y(j) ≡ x′(pj)(j = 1, · · · , q).
To avoid aliasing, a low pass filter might be applied to x(i) before the application of resampling.

jhttp://www.mathworks.com/
khttp://www.lyrtech.com/
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Figure 4.34: “Resampling” method to shorten the filter kernel length.

Figure 4.35: The S/N ratio and the time resolution using shortened filter kernel.
S/N at filter input is 5.
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Figure 4.36: The S/N ratio and the time resolution using shortened filter kernel.
S/N at filter input is 50,000.

formed the FPGA simulation (See Fig. 4.37). We can perform two types of simula-
tion, host-simulation and co-simulation. In the host-simulation, the structure of the
FPGA is perfectly simulated in the Simulink and we can perform the simulation on
the host computer. In the co-simulation, the host computer and the FPGA com-
municate each other. The input signal is generated by Simulink, and passed to the
FPGA. The output signal is observed by Simulink. We confirm that our algorithm
works properly, in both simulations.
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Figure 4.37: Host simulation and co-simulation by MATLAB(Simulink) and Sig-
nalMaster.
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Chapter 5

Summary and future prospects

5.1 Summary

We have developed a 13-inch prototype HAPD and its readout system. The perfor-
mance of the HAPD is satisfactory, with a signal speed of ∼5 ns, a bombardment
gain of ∼2,400 and an avalanche gain of ∼20. The problem in the HV insulation
remains, though. The readout system consists of a preamplifier, a waveform sam-
pler, and a digital filter. The preamplifier is implemented on ASIC. It has wide
bandwidth (rise time of ∼1 ns) and good noise performance (ENC ∼ 3700 for 70 pF
detector capacitance). The dynamic range is not satisfactory in the current version
of the prototype. As for the waveform sampler, we developed AMC with sampling
speed of ∼1GHz and 64 stages. We confirmed the basic behavior of the AMC,
but we also found some problems due to inappropriate circuit layout. The digital
filtering algorithm has been studied and implemented on FPGA. We estimate the
cost of the FPGA is ≤ 0.5 × 104 yen per channel.

We have evaluated the performance of the HAPD connected with the readout
system. The gain is ∼24,000, S/N ratio is ∼10 and the time resolution is σ=0.7 ns
for 1 p.e. equivalent signal. The performance well matched to the requirement for
Hyper-Kamiokande.

5.2 Future prospects

The remaining R&D issue for a 13-inch HAPD are wider effective area, better
resistance to the water pressure, larger HV decoupling capacitances, and backside
illumination ADs.

The next version of the ASIC preamplifier has already been submitted and its
dynamic range is expected to satisfy the requirement. The next version of the AMC
with careful circuit layout has also been submitted. We are also planning to increase
the number of the stage of the AMC up to 512∼1024. We then plan to make a test
board on which we can mount ASIC preamplifier, AMC, and FPGA altogether.
We plan to confirm that the detector and the readout system works well as a whole
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system.
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Appendix A

Dark count rate

The dominant source of the dark count of HAPD with a large photocathode is elec-
trons emitted from the photocathode. The theories of thermionic and field emission
of electrons from metals are very well understood. Following is the discussion taken
from [1].

A general expression for the emitted current is given as a function of field, tem-
perature and work function. An approximation of the function for low fields and
high temperatures leads to an extension of the Richardson-Schottky formula for
thermionic emission. The values of field and temperature for which it applies are
established by considering the validity of the approximation. An analogous treat-
ment of the approximation for high fields and low temperatures gives an extension
of the Fowler-Nordheim formula for field emission, and establish the region of field
and temperature for which it applies.

We assume the potential energy of the electron as follows:

V (x) =
{ −e2(4x)−1 − eFx, when x > 0,

−Wa, when x < 0,
(A.1)

where −e is the charge of the electron, −e2(4x)−1 is the contribution from the image
force, −eFx is the contribution from the externally applied field F , and −Wa is
the effective constant potential energy inside the metal. It is assumed that V (x) is
regular and smoothly connected in the region near x = 0 .

The electric current per unit area is given by

j(F, T, φ) =
4πmkTe

h3

∫ Wl

−Wa

ln {1 + exp[−(W + φ)/kT ]} dW

1 + exp[(4/3)
√

2(F�4/m2e5)−
1
4 y−

3
2 v(y)]

+
4πmkTe

h3

∫ ∞

Wl

ln {1 + exp[−(W + φ)/kT ]} dW, (A.2)

where

Wl = −
√

2
2

(e3F )
1
2 , (A.3)
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y = (e3F )
1
2 /|W |, (A.4)

v(y) = − 3i

4
√

2

∫ 1+(1−y2)
1
2

1−(1−y2)
1
2

[ρ − 2 + y2ρ−1]
1
2 dρ, (A.5)

m is the electron mass, k is Boltzmann’s constant, T is the absolute temperature,
h is Planck’s constant, and φ(> 0) is the work function.

In the following discussion, Hartree units are used. That is, j is redefined to
mean the current per unit area divided by m3e9

�
−7 = 2.37 × 1014 A/cm2; F to

mean the electric field strength divided by m2e5
�
−4 = 5.15× 109 V/cm; and φ, kT ,

W , Wa and Wl to mean the corresponding energies divided by me4
�
−2 = 27.2 eV.

In these terms,

j(F, T, φ) =
kT

2π2

∫ Wl

−Wa

ln {1 + exp[−(W + φ)/kT ]} dW

1 + exp[(4/3)
√

2F− 1
4 y−

3
2 v(y)]

+
kT

2π2

∫ ∞

Wl

ln {1 + exp[−(W + φ)/kT ]} dW. (A.6)

For low fields and high temperatures, an approximation of Eq. (A.6) leads to

j(F, T, φ) =
(kT )2

2π2

(
exp

F
1
2 − φ

kT

)
d

∫ ∞

0

μd−1dμ

1 + μ
(A.7)

=
(kT )2

2π2

(
πd

sin(πd)

)
exp[−(φ − F

1
2 )/kT ], (A.8)

where d = F
3
4 /πkT . The conditions for the applicability of Eq. (A.8) are

ln[(1 − d)/d] − d−1(1 − d)−1 > −πF− 3
4 (φ − F

1
2 ), (A.9)

ln[(1 − d)/d] − (1 − d)−1 > −πF− 1
8 . (A.10)

Note that when d is so small that πd/ sin(πd) can be replaced by one, Eq. (A.8) for
the current becomes the Richardson-Schottky formula.

In case of our HAPD, T ∼ 300 K, F < 102 V/cm, and φ ∼ few eV. These values
satisfy the conditions Eq. (A.9), (A.10) (See Fig. A.1) and the approximation is
valid. The conditions are satisfied even if T = 200 K, F = 103 V/cm, and φ = 0.1 eV.

If the effective area of the photocathode is 450 cm2, T = 288 K, F = 70V/cm,
and φ=1.5 eV (2.5 eV), the electron emission rate is 1.8 × 102 Hz(5.7 × 10−16 Hz).
The dark count rate is the product of the electron emission rate and the collection
efficiency.

Dependencies of the emission rate on F , φ, and T are shown in Fig. A.2, A.3,
and A.4, respectively. In case of our HAPD, F is so small that we have no dras-
tic dependence on F . As for φ and T , emission rate is almost proportional to
exp(−φ/kT ). The slope of the plot in Fig. A.3 is almost proportional to −1/kT .
The slope of the plot in Fig. A.4 is steeper at larger φ.
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Figure A.1: Boundaries of the thermionic emission region as given by Eq. (A.9),
the broken lines, and by Eq. (A.10), the solid line. For a work function of 3 eV,
the region extends from the temperature axis out to the first line encountered as
indicated by the shading. This figure is taken from [1].

Figure A.2: The emission rate as a function of the electric field F , with T=288 K,
φ=1.5 eV.
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Figure A.3: The emission rate as a function of the work function φ, with T=288 K,
F=70 V/cm.
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Figure A.4: The emission rate as a function of the temperature T , with F=70 V/cm,
φ=1.5 eV(for upper figure) or 1.1 eV(for lower figure).
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Appendix B

Data acquisition system in
water Cherenkov detector

A possible setup of data acquisition system in the water Cherenkov detector is
shown in Fig. B.1 and Fig. B.2. It is similar to the setup of Super-Kamiokane[47].

The raw signals from the HAPD is fed to an ”analog input block” shown in
Fig. B.1. In the analog input block, we split the signal after the preamplifier into
3 signals. One of them is fed to the analog discriminator to provide a HITSUM
signal. Other two signals are fed to AMCs. Two AMCs are used so that events in
rapid succession, such as a muon followed by its decay electron, can be processed
without deadtime.

The HITSUM signals from all the analog input blocks are fed to ”Trigger con-
trol”, which decide whether we should take that event or not. If it decide to take the
event, it feeds the trigger signal to all the the analog input blocks. The threshold
of the discriminator should be carefully chosen, so that the trigger rate is tolerable.
To reduce trigger rate, the dark count rate of the HAPD should also be low enough.

Data taking of the AMC is controlled by ”channel control”. Global clock which
is fed to the ”channel control” determines the start timing of the data taking of
the AMCs. If trigger is not issued during the data taking of the AMCs, they are
discharged and start data taking again by the next global clock. If trigger is issued,
stored waveform is read out and fed to the FADCs. The readout speed is 2 ∼ 3MHz
per stage, and it determines the total speed of data acquisition system. However,
the deadtime of the system is significantly reduced by using two AMCs.
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Figure B.1: A schematic view of the analog input block. Only one channel is shown
in the figure. Dashed arrows show the analog signals. Solid arrows show the logic
signals which control the processing of the analog signals.
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Figure B.2: The HITSUM signals from all the analog input blocks are fed to the
Trigger control. Trigger control decide whether we should take that event or not.
If it decide to take the event, it feeds the trigger signal to all the the analog input
blocks.
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