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Abstract

We report observation of a time-dependent C'P asymmetry in the neutral B meson sys-
tem. A total of 31.3 x 10 B-B pairs produced by the KEKB accelerator are recorded
by the Belle detector. We collect 387 neutral B mesons via B® — J/¢¥Kg decay
mode. The flavor of accompanying B meson is determined mainly from the leptons
and kaons in the decay product of the associated side B meson to J/¢¥Kg decay. The
proper-time difference of B meson decays is reconstructed from the distance of two de-
cay vertices of both B mesons. We perform an unbinned-maximum-likelihood fit to
determine sin2¢; from the reconstructed proper-time difference distribution. We de-
termine sin 2¢; = 0.81 £ 0.20(stat) = 0.04(syst). Combining this mode with following
neutral B decay modes: 1(25)Ks, xa1Ks, n.Ks, J/Y Kz, and J/1p K** we also determine
sin2¢; = 0.99 £0.14(stat) £0.06(syst). We conclude that we have observed C'P violation

in the neutral B meson system.
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Preface

It is one of the great puzzles in the cosmology that the Universe is composed entirely of
matter, while equal amount of matter and antimatter are produced during the Big Bang
in the present theory. The C'P asymmetry, i.e. matter-antimatter asymmetry is a key to

understand this puzzle.

The C'P violation was first discovered in neutral K meson system in 1964 by Christenson
et al. [1]. This discovery initiated many theoretical efforts to understand the C'P violation
phenomenon. In 1973, Kobayashi and Maskawa, two Japanese physicists, proposed a
model (KM-model) to explain the C'P violation [2]. They concluded that one or more
irreducible complex phases remain in the quark-mixing matrix in the weak charged current
when six or more quarks exist, even though only three types of quarks, up (u), down
(d), and strange (s) are known at that period. These complex phases violate the C'P
symmetry in the framework of the Standard Model. Subsequently J/1) was discovered,
which proved the existence the charm quark, ¢, in 1974 [3]|, and the observations of
the b- and t-quarks establish the KM-model as a essential part of the Standard Model.
However, the magnitude and the phase of the quark-mixing matrix known as CKM-
matrix (Cabbibo-Kobayashi-Maskawa matrix) are not experimentally well measured. It
is of great importance for the particle physics to precisely measure the CKM matrix and

test its consistency.

In 1980, Carter, Bigi and Sanda pointed out that the sizable C'P violation can be observed
in the B decays in the framework of the Standard Model. B® — J/¢Kg is one of the
most promising modes to observe the C'P violation, because of its low experimental
backgrounds and negligible theoretical uncertainties. Moreover, the branching fraction of
this mode is relatively large, (3.6 +0.1) x 107°. In this decay mode, C'P violation occurs
through interference of two decay amplitudes, B® — J/¢Kg and B — B — J/¢ K.
When B and B° are produced by Y (4S) decay, the time dependence of the B® — J/¢Kg
decay rate can be expressed as

dr’ —lay
ATIY)] =Te 50 [14 q-sin2¢; - sin(AMA?)], (1)

where At is proper-time difference of two B decays, ¢ is +1 for B® — J/1Kg and —1 for

4
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BY — J/¢Kg, ¢ is a phase difference of some CKM-matrix elements, and AM is the

mass difference of two mass eigenstates of neutral B mesons.

To observe the C'P violation in the B meson system and to test the KM-model, B-
factory experiment [4] referred as Belle experiment has been started since 1994 at KEK,
Japan. As the asymmetry equation states, the C'P asymmetry would vanish with the time
integration. Therefore, precise determination of the proper-time difference is required to
observe the C'P violation. To meet the requirement, the Y(4S) is produced from e*e™
collision by the KEKB accelerator [5] with asymmetric energy to give the Y(4S5) a motion.
Consequently the BB pair possess the motion and thus At can be calculated from the

distance of the decay vertices of the two B mesons along with the beam direction:

At ~ ﬁ,
By
where Az is the decay vertex distance, (7 is the Lorentz boost factor of the T(45)
due to the asymmetric beam energy, and c is the light velocity. We configure the beam
energy as 8.0 GeV for e~ and 3.5 GeV for e*, which corresponds to 3y = 0.425. For BY
meson lifetime of ~ 1.5 ps, typical Az becomes 200 pum in distance, which is sizable length
under the current experimental technique. In addition, the collider is expected to provide
enormous number of BB pairs because of a small branching fraction of O(1074). The
Belle detector [6] is required to provide precise measurement of Az, and good particle
reconstruction and identification capability for full reconstruction of B® mesons and for
B° or BY flavor determination. The event triggering and data acquisition systems are
required to withstand high event rate. We started taking data from June 1999. By
August 2001, we recorded 29.1 fb~! data with the Belle detector, which corresponds to
31.3 x 105 B meson pairs.

The importance of the research of the C'P violation in B decays is reflected in the number
of laboratories engaged in the measurement. Several measurements of the C'P violation in
the B meson system were presented by the OPAL, ALEPH, and the CDF collaboration,
however a conclusive evidence of the C'P violation in the B meson system has not been

observed by this study:.

In this thesis, we present the first significant observation of the C'P violation in the B
meson system through the B® — J/¢¥Kg decay with the Belle detector. This thesis
is organized as follows: the C'P violation in the B decay is discussed in Chapter 1. An
experimental apparatus, consisting of the KEKB accelerator, the Belle detector including
the trigger and the data acquisition system is described in Chapter 2. In Chapter 3, we
describe the event reconstruction of B — J/¢Kg decay. The procedure to determine

the C'P violation parameter is described in Chapter 4. We discuss the significance of
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observed asymmetry in Chapter 5. Chapter 6 concludes this thesis.



Chapter 1

C P Violation in the B Meson
System

The violation of C'P symmetry is one of the most interesting topics of high-energy physics
today. Experimentally, it is one of the least tested properties of the Standard Model.
This chapter explains a basic theory of the C'P violation in B decays and measurement
technique of the unitarity triangle. In Section 1.1, we give an introduction of the C'P
violation reviewing the definition of C, P, and T', and the discovery of the C'P violation in
K decays. Next we review the weak interaction in the Standard Model and describe the
KM-mechanism in terms of the Cabbibo-Kobayashi-Maskawa matrix, which is regarded
as the origin of the C'P violation in Section 1.2. We describe the C'P violation through the
B°-B° mixing in Section 1.3. In the end the of this chapter, experimental measurement

of the C'P violation at an asymmetric B-factory is described.

1.1 Introduction to C' P Violation

In the quantum theory, there are conservation laws corresponding to discrete transfor-
mations. In this section, we give the definitions of P, C', and T operation, followed by

the discovery of the C'P violation, which was made in neutral X meson system.

1.1.1 Definitions of P, C, and T' Operators

A P transformation is a parity transformation. The operator P changes the sign of a
spatial vector 7. The sign of a momentum vector p'is also changed, while the sign of an
angular momentum vector, L=x P is invariant by this operation. Let us define a spin
and momentum of particle f as § and p, respectively. The particle f at the state |f; 3, p)

is transformed by the operator P as

P|f;5.p) =nplf; 5, —p). (1.1)
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Since P? is an identical operator, n% is 1, which is followed by np = +1. The sign of np
is chosen arbitrary as far as the definition is consistent through the discussion.

C' operator changes the sign of internal charges (like electric charge, baryon number, etc).
It is called charge conjugation operator. The spin and the momentum of f are unchanged

by the C operator. C' operates on the state f as

C|f:5.9) = nelf; 5.9). (1.2)

The third fundamental operator is T' transformation. The operator is defined as time
reversal. T operator flips the direction of time evolution. The time reversal changes

momentum vector p to —p and spin vector § to —3§.

T\f:5.p) =nrlf; =5, —p), (1.3)

where 77 is a phase.

According to the C'PT theorem of Liiders and Pauli [7], the combined operations of C,

P and, T is invariant under rather weak assumption in a local field theory.

1.1.2 Discovery of CP Violation

For a long time it was assumed that all elementary processes are invariant under the
application of each of the three operations, C', P, and T separately. However, the work
of Lee and Yang questioned the assumption in 1956 [8], and the subsequent experiments
by Wu et al. and Garwin et al. in 1957 independently demonstrated the violation of
P and C invariance in weak decays of nuclei and of pions and muons [9] [10]. This
violation can be visualized by the longitudinal polarization of neutrinos emerging from
a weak vertex: they are left-handed when they are particles and right-handed when
antiparticles. Application of P or C' to a neutrino leads to an unphysical state (Figure
1.1). The combined operation C'P, however, transforms a left-handed neutrino into right-
handed antineutrino, thus connecting two physics states. C'P invariance was therefore
considered to be replacing the separate P and C invariance of weak interactions.

In 1964, Christenson, Cronin, Fitch and Turlay discovered the violation of the C' P sym-
metry in K° meson decays. There are two neutral strange mesons, K° and K°. The quark
content of the K is 3d, and K° is sd. With definition of C P|K°) = —|K°), we can create
C'P eigenstates of neutral K mesons, labeled with 1 and 2 as an linear combinations of
|K%) and |K°) as

1

1 0 770 0 770
ﬁ(\K%!K ). Ka) = ﬂ(\KH!K ) (1.4)

where C'P eigenvalues of |K;) and |K») are +1 and —1, respectively. Experimentally, it

K1) =

was observed that there are two lifetimes of neutral K mesons, where the shorter lived



wviivwpeelr L. 4 Vv oo oUie ol Lo L IV LOUITL Yo LUITTL

X

CP

Fok o
\ ‘f \ \s [ ‘f

Figure 1.1: Mirror images of a left-handed neutrino under P, C' and C'P symmetry. Long

and short arrows represent momenta and spins of the neutrinos.

was named Kg, and the longer lived was named K. The lifetime of Kg is ~ 90 ps and
that of K is ~ 50 ns. It was also measured that Kg decays into two-pions and K7,
decays into three pions. Since C'P eigenvalue of two pion state is +1 and that of three
pions was —1, the common consideration at that period was that the Kg corresponds to
the K, and the K}, corresponds to the K5, respectively. The difference of lifetimes was
considered to be due to the phase space difference. The discovery made by Christenson
et al. group was the small fractional decay of K; — 77w ~. The branching fraction was
order of ~ 1073. Even though it was small, it was an evidence for that K¢ and K; are

not “real” C'P eigenstates and should be rewritten as

1
|Kg) = m(1m>+em\f<z>>, (1.5)
Kp) = —— (Ko} + el 1)) (1.6)

V1+ |en|?

Subsequent observations of K — 797% decay [11], and charge asymmetries in K —

mreFv[12] and K — ¥ uFr[13] confirmed the C'P violation in neutral K meson system.

The theoretical explanation within the Standard Model for the origin of the C'P violation
was proposed by Kobayashi and Maskawa in 1973 [2], which is described in Section 1.2.
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1.2 CP Violation in Standard Model

In terms of mass eigenstates, a Lagrangian of charged-current weak interaction forms

_£cc = —ﬂﬁL’y“V dL I/Vljr + [hC} (17)

V2
In general, w; and d; are an “array” of mass eigenstates of quark-fermions and V' is
a mixing matrix, which is unitary: VTV = I. When irreducible phases exist in the
mixing matrix, they remain in the amplitude with different signs between K° — K° and
K° — K and then they enable the C'P violation to occur. This is a key idea of the
KM-mechanism to describe the C'P violation within the Standard Model. In this section,
first we trace the historical development of weak interaction within the Standard Model.
In the history, we see the KM-mechanism is a natural expansion of the theory at that
period. In the successive paragraphs, we describe the “unitarity triangles”, which are
derived from the unitarity condition of V. They are worth to be described because the
unitarity triangles are related to the C'P violation. In the description, we review the
approximated parameterization of the matrix elements of V' to discuss the shapes of the
unitarity triangles. After the discussion, we find more feasible C'P violation in the B

meson system rather than the K meson system.

The first proposal of “quark” model was proposed by Gell-Mann and Zweig in 1964
including three flavors of quarks, up (u), down (d), and strange (s) [14]. Citing a paper [15]
written by Cabbibo, Gell-Mann also proposed that weak interactions would couple the
u-quark to a combined state of d and s as |d') = cosf|d) + sinf|s). With this definition,
all (known) weak interactions could be described by a single coupling constant. In 1970,
S. L. Glashow, J. Illiopoulos, and L. Maiani proposed a theory that a fourth flavor of
quark, which they labeled “charm” (c), can explained why K° meson was not observed to
decay to utp~ [16]. Figure 1.2 (a) shows a diagram of K° decay to uu~ whose amplitude
is proportional to sin ¢ cosfc. To explain the small decay rate of K — p*pu~ process,
they introduced a coupling of ¢ quark and |s’) state defined as |s') = — sin 0¢|d) +cosO¢|s)
to “cancel” the amplitude corresponding to the diagram of Figure 1.2 (a). The canceling
diagram is shown in Figure 1.2 (b), which has proportional amplitude to — sin ¢ cos f¢.

Now, the combined states of d- and s-quarks are described by “mixing matrix” as
d _ co.s Oc sinfOc d ’ (1.8)
s’ —sinfc cosbc s

where 6 is known as Cabbibo-angle. The angle is measured to be sin 6o ~ 0.22.

In 1973, M. Kobayashi and T. Maskawa proposed that when at least three quark “gen-
erations” exist, the C'P violation could be explained within the Standard Model. It was
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@ (b)
+-cos fc —sin 6c
d + ..................... + ’u/_ d + ..................... + /’L_
W w
u " A Vu C Y A V//,
w w
S e, < ut S e < ut
+sin 6 +cos 6

Figure 1.2: Paths for the decay of K° — u*pu~. The diagram (b) exchanging ¢ quark for
d quark is introduced by the GIM-mechanism.

the extension of a dimension of the quark-mixing matrix from two to three or more. A
general n x n complex matrix, V' = {V};}, has 2n? free parameters. The SU(n) symmetry
of the mixing matrix requires » i ViV = 0;k, Where d;, is Kronecker’s 6, and it yields
n constraints for ¢ = k and n? — n constraints for i # k. Thus, n X n unitary matrix
has n? free parameters. The phases of the quark fields can be rotated freely. Since the
overall phase is irrelevant, 2n — 1 relative phase can be removed from V. Accordingly,
V has (n — 1)? free observables. On the other hand, a general n x n orthogonal matrix
has n(n — 1)/2 rotational Euler angle. Thus, (n — 1)(n — 2)/2 parameters corresponding
to irreducible “phase” remain in V. To summarize, general n X n matrix representing
mixing matrix consists of n(n — 1)/2 rotational Euler angles and (n — 1)(n — 2)/2 ir-
reducible phases independently. The least number for n to generate irreducible phase
in V' is three. The expanded mixing matrix from equation (1.8) was named Cabbibo-
Kobayashi-Maskawa matrix (CKM matrix). Subsequent discoveries of ¢, bottom (b), and
top (t) quarks make the KM-mechanism a essential part of the Standard Model. We

define the matrix elements of V as

d, d Vud Vus Vub d
s | =V s |=| Vau V. Vo s |- (1.9)
v b Vie Vis Vi

To clarify a hierarchy in the size of the matrix elements, let us review an approximated
representation of V', proposed by Wolfenstein [17]. The diagonal elements of the matrix
are nearly one, and among the off-diagonal elements, dominating terms are V,, ~ V.4 >~
sinfc = . Thus, to order of A\?, the upper left 2 x 2 sub-matrix in the CKM matrix can

be constructed as the GIM four-quark model and we have

1— ()\2/2) A *
V ~ - 1-— ()\2/2) * | . (1.10)
* * 1

The observation that V,, ~ 0.04 allows us to express it as AN?, where A is an order of

unity. Unitarity requires Vi, ~ —AMN? as long as V;q and V,;, are small enough. Finally, Vi,
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appears to be of order AX*> x O(1). Here, we have to allow for one phase. We write Vi,
as Vi = AN} (p — in), where p and 7 are also orders of unity. Finally, unitarity specifies
uniquely the form Vi = AX3(1—p—in). To summarize, the CKM matrix is approximated

as
1—(X%/2) A AN (p —in)
Vo~ )\ 1—(A\2/2) AN? : (1.11)
AN(1—p—in) —AN 1

Three Euler angles and one phase are replaced by real numbers of A\, A, p, and n. This

representation is known as Wolfenstein parameterization.

The geometrical interpretation of the unitarity of the CKM matrix is a good stage to
comprehend the feasibility of the C'P violation in the B meson system. The requirements

that the CKM matrix must be unitary leads relationships among its elements as

ViaVgs + VeaVie + VidVis =
VudVg + VusVie + VaVay, =
VsV + Ves Vi + VsV, =
Vea t:; + Vcsm: + Ve {Z =
VuaVig + VusVis + VsV =
VudVip + VeaVay + ViaViy, =

)

Y

0
0
0
0
0
0.

The relationships form six triangles in the complex plane, which are called “unitarity tri-
angles”. Figures 1.3 (a) through (f) show the unitarity triangles constructed by unitarity
conditions from (1.12) through (1.17), in the same order. Lengths of the triangle sides
are the magnitudes of products of the CKM-matrix elements that can be measured as
decay rates. Angles correspond to the complex phase that can cause asymmetry of the
amplitudes between quark and antiquark transition. Therefore, an observation of the C'P
violation can lead to a measurement of the angles. According to the matrix elements of
each side, one can find the triangle in Figure 1.3 (a) corresponds to the decays in the
neutral & meson system. Because two sides are order of O()) and one side is order of
O()®), this triangle is extremely squashed, and thus, it is hard to measure the side and
the angles, except for two long sides. This causes relative smaller C'P violation in K
meson system. Because of the same reason, triangle represented by Figure 1.3 (b) also
has an extremely squashed shape. The angles of the triangles of Figure 1.3 (e) and (f)
are equally large, since the lengths of all of three sides are the same order of O(\?). The
triangle of Figure 1.3 (f) relates to the B meson decay. Thus, we can expect relative
larger C'P violation in the B meson system than the K meson system. The triangle of

Figure 1.3 (e) relates to the top quark decays. We can also image a large C'P violation
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Figure 1.3: Six unitarity triangles constructed by the unitarity conditions from (1.12)
through (1.17).
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Figure 1.4: Scaled triangle of Figure 1.3 (f) by 1/|V.4V|. The definitions of three angles,

o1, ¢o, and ¢35 are also shown.

in the t-quark system, however, the examination of the t-quark decays is far beyond our

current experimental technique.

It is convenient to divide all sides of the triangle of Figure 1.3 (f) by |V.4V;|. Coordinates
of the triangle are (0,0), (1,0) and (p,7), where p and 7 are defined with Wolfenstein’s

p= X p, A= N 0. (1.18)
(=3)r 1=(-3)

The three angles of the triangle shown in Figure 1.4 are defined as

td tz tb tTi ub *d
S——— _—— == w . 1 . 1 9
¢1 T arg ( ‘/ZZ ‘/Cd ) ¢2 arg V*b‘/ju,d ) ¢3 arg ‘/;;;‘/Cd ( )

parameterization as

A crucial test of the Standard Model is to evaluate the consistency of all sides and angles
of this unitarity triangle. This test may provide information on the dynamical origin of

the quark-mixing matrix.

1.3 CP Violation in B Decays

In 1980, A. Carter, 1. I. Bigi, and A. I. Sanda pointed out that the KM-mechanism
indicates the possibility of sizable C'P violation in the B meson system [18]. As we see
in this section, neutral mesons, namely B meson, mix with their antiparticles. In the B
meson system, sizable C'P asymmetries are expected in the interference between decays
into a same final state with and without the B°-B° mixing. The C'P asymmetry is
observed in the difference between the time-dependent decay rates of B and B® mesons
into a common C'P eigenstate. In this section, we first explain the phenomenology of

time evolution of neutral B mesons. Then we consider the case that both B® and BY
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Figure 1.5: Two diagrams contributing for BB mixing.

decay into the same CP eigenstate and the C'P violation in these decays. Finally, we
relate the C'P violation in BY — J/v¥Kg, of which final state is the C'P eigenstate.

1.3.1 B°B° Mixing

B® and B can mix through second order weak interactions via diagrams shown in Figure
1.5 known as “box diagrams”. In this subsection, we see the time-evolution of BY and
B, Due to the mixing, an arbitrary neutral B meson state is written as the admixture
of B® and BY,

(1)) = |B°(t)) + [B°(t)), (1.20)
where C'P|B%) = —|B°). The time-dependent Schrodinger equation of |®(t)) is
N,
1§|<I>(t)> = H|®(1)). (1.21)

‘H is an Hamiltonian defined as

1 1
My — Ty My — ST

H=M-il'= 2 2 : (1.22)

Using H' = H, eigenvalues u-, and eigenvectors |B.) of above equation can be given as

1 1 1
,Ui = MO — §F0 :i: \/(M12 - §F12) (MTQ - §FT2), (123)

and
1

V[Pl +qf? (

¢ _ [Muzalh (1.25)
p Mis — T2

In the following discussion, we consider p and ¢ are normalized as |p|*+|q|* = 1. Here the

|By) = p|B°) +q|B%) , (1.24)

lifetimes and masses of B® and BY are assumed to be equal because of the C'PT theorem,
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i.e. My = My = Msy, and Ty = I'1; = T'gs. Equation (1.24) indicates that the general
mass eigenstates are deviated from the eigenstates of the weak interaction.

We redefine mass eigenvectors to fit to usual convention,

|Bu) = p|B%) —q|B°), (1.26)
|BL) = p|B°) +q|B°), (1.27)

where corresponding eigenvalues are uy = p_ and pup = p., respectively. Defining mass

and width of By as My 1 and 'y 1, time evolutions of |By) and |By) are given by

1Bu(t)) = e #nt|By) = e Mute= 8| B,y (1.28)
IBL(t)) = e #:t|B;) = e Mt~ £ |B,). (1.29)

Next, we transform the base from the mass eigenstates in equations (1.28) and (1.29) to
the weak interaction eigenstates. First, suppose a neutral B meson being |BY) at time
t = 0. The wave function of the particle can be expressed with equations (1.24), (1.26),
and (1.27) as |B%) = (|By) + |B))/2p. and therefore, the time-evolution of |B°(t)) is
written using equations from (1.26) through (1.29) as

B0 = [(e 4o et) [BY) -

IR

(e imit — gt |§0>} . (1.30)
In the same manner, the time-evolution of |B°(t)) is written as

By = —%[g (it — et} [B0) — (o7t 4 emat) [BY)]. (131)

1.3.2 B Meson Decay into C' P Eigenstate

In this subsection, we see the time evolution of B meson decay into C'P eigenstate. We
start from the calculation of four amplitudes of generic decay final state for B — f and
its CP conjugation modes: B® — f, B® — f, and B® — f. Then we set f = f = fop.
After calculating the decay rates, we discuss the difference of them, and finally we see
that the difference is induced by the B%-B° mixing.

We define instantaneous decay amplitudes of B® and B° to f and f as

a = AB = f) = (fIHIB%), o = AB°—f) = (fIHIB),

. = o .o - A (132
b= AB = f) = ([IH«IB?), U = AB"—[) = ([IH«|B),

where H,, is a weak-decay Hamiltonian.

Let Ap_(t) be the time-dependent decay amplitude for a pure BY state at ¢ = 0 to
decay into a final state f at time t. It can be obtained by the replacement of |B%) and
|B%) in equation (1.30) by a and o/, respectively. Similarly, Ap_%(t) can be obtained by
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replacing | B®) and |B°) in equation (1.31) by & and b, respectively. The amplitudes can

be written as

AB—>f(t) — g[(e_iﬂHt + e—iuLt> — (e—ith _ e_iﬂLt>:|7 (1‘33)
AE—J(t) — g[(e—ium + e—iuLt> ) (e—ith _ e—im)}’ (1.34)
where
_qd _py

The amplitudes for the C'P conjugation modes, Ap_, , and Ay 7, are similarly expressed

as
AEHf(t) _ _gg [(e_i’”{t . e—iMLt) N (e—ith i e—iuLt)] 7 (1.36)
Apglt) = L[t - ) gty (3

Here, we introduce two new quantities: mass difference, AM = My — My, and width

difference, AI' = 'y — I',. Consequently, we obtain

We also define the average width of By and By, as

'y +TI'g
5

r

(1.39)

Now we set f = f = fop. Squaring the amplitudes of equations from (1.33) and (1.34),

the corresponding decay distributions are obtained:

2 AT AT
Ip_yfop(t) = %ert (14 |Acp|?) cosh Tt + 2Re(Acp) sinh Tt
+ (1 — |Aep|?) cos AMt — 2Zm(Aop)sin AMt |, (1.40)
|CLI|2 - —2 AF -1 . AF
Iz f.,.(t) = e "1(1+ |Aep|™?) cosh Tt + 2Re(Acp ) sinh Tt
+ (1 = |Aep|7?) cos AMt — 2Im(Agp ) sin AMt | .(1.41)

We used a =¥, ' =b, and o = 37! derived from equation (1.32), and we defined

Aep = a. (1.42)
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Squares of equations (1.36) and (1.37) yield same result as equations (1.40) and (1.41).
In the B° meson system, AT'/T' ~ O(107?) can be explicitly derived from the Standard
Model, and therefore, the relation eM+AI/2)t ~ eI holds. Consequent approximations of
equations (1.40) and (1.41) are:
al?
Lpfop(t) =~ %e_rt [(1 + Aepl?) + (1 — |Acp|?) cos AMt
— 2Tm(Acp)sin AM |, (1.43)
_ o JOF e “2) 4 (1= Pop| %) cos A
FBchp(t) >~ 5 (S (1+‘)\CP| )+(1 |/\CP| )COS Mt
— 9 Tm(ep ") sin AMt ] (1.44)

The C'P invariance is violated when the time-dependent decay rate of B — fop and its

CP conjugation decay are different for any possible ¢:

A time-dependent asymmetry acp(t) is defined as the normalized decay rate difference:

g () = Togop(t)

P, () +Taoep(t)

(JAcp]? — 1) cos AMt + 2Zm(Acp) sin AMt
1+ ‘)\CP‘Q .

acp (t)

(1.46)

1.3.3 CP Violation in B — J/¢¥Kg

Among all B® — charmonium + Kg channels, B® — J/19Kg, where Kg decays into two
charged pions, is the most promising decay mode to extract ¢; experimentally because
of relatively large branching fractions with small backgrounds. In addition, as we see
later in this subsection, the final state has only negligible theoretical uncertainty in ¢,
measurement. These are the reasons why this mode has earned the name of “golden
mode” (GM). We use Ak instead of Acp to indicate the decay final state being
J/1 K explicitly, hereafter.

AjjgKs can be expressed as

_AB® = JJUKS) g
)\J/QﬁKs - A(EO _ J/@DKS) p' (147)

In the following discussion, first we compute A(B° — J/¢Kgs)/A(B® — J/¢Ks), then

we compute q/p.

The decay of B® — J/19Kg is based on the quark transition b — cés. Contributing

Feynman diagrams to b — ccs decays are shown in Figure 1.6, where the left diagram is
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Figure 1.6: Tree (left) and penguin (right) diagrams for B® — J/¢Kg. The penguin

contamination is negligible for sin 2¢; measurement.

called “tree diagram” and the right diagram holding one loop is called “(strong) penguin
diagram”. In the case of electroweak penguin contribution, the gluons are replaced by a

Z or a . The amplitude of the tree diagram is
(JJWE H|B®) = VVesA', (1.48)
and the amplitude of the penguin diagram is
(JIWKs|Hp|B%) = Vi VusAb + Vi Ves AR + Vi Vi AY. (1.49)

Here, A" and A? (i = u,c,t) are the amplitudes apart from the explicitly shown CKM

factors. Because ) ._ ., ViiVis is zero due to the unitarity condition, following equation
holds:

<J/¢KS|HP|BO> = C}‘;‘/CS(A{;) - Af) + VJqus(Aﬁ - Af)‘ (1‘50)

According to the Wolfenstein parameterization, the first term has the same weak phase
as the tree diagram and the second term has different weak phase from the tree diagram.
We can also read from the parameterization that (V5V.s)/(ViV.s) is order of O(\?).
Thus, the second term is negligible with respect to the first term. Therefore, the penguin
diagram possesses the same weak phase as the tree diagram up to very small correction.
When there is only one amplitude (or more than but with the same weak phase), |B® —

fep| = |B® — fcpl| holds. Thus, we can conclude
|A(B® — J/vKs)| = |A(B® — J/vKs)|, (1.51)

and

A(B® — J/YKs) _ VaVs
A(B® — J[YKs) ViV

(1.52)

Then we calculate g/p. The dominating quark in the internal loop of the mixing diagrams

is t because of its heaviest mass. Neglecting the contribution from u- and c-quarks, the
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M, is computed as [19]:

G2m2 . me \ 2 _ —
M= S v (2 ) (B @ I (159)
On the other hand, the I'j5 is computed as [20]:
3GEm? mp 2 —_ _
T = 2O (i) (22 ) (B P, (154
Y mw
From above equations, we have
F12 37ng _9
— |~ ~ O(1077). 1.55
| = B~ 00 (155

Using equations (1.25), (1.53), and (1.55), ¢/p is approximated as

4, My ViV _ o (1.56)
p M, th‘/;d

We have to be aware of K°-K° mixing because we have Kg in the decay final state.

Similar discussion as equations (1.26) is available for K°-K° mixing:
(Ks| = pi(K°| = qic (K. (1.57)
Writing the transition of K — Kg explicitly, the amplitudes for B® — J/yKg are
expressed as
(J/WEs|B%) = (Ks|K°)(J/WK°|B") = piVgVesA, (1.58)
(JIWEs|B%) = qiVaViA. (1.59)
Here, we used the facts of CP|B%) = —|B%), CP|K°) = —|K®), CP|J/+) = |J/1), and
CP|J/YK®) = |J/¢K°), where the third equation is derived from J¥ = 17~ for J /v,
and the last equation is from angular momentum of the system being 1. Therefore,
(J/WEs|B%) = —qi{J/¥K |(CP)"(CP)H (CP)"'(CP)|B")
= qi(J/OKHOT|BY). (1.60)

(q/p) K is obtained from the calculation of K°-K° mixing diagrams similar to Figure 1.5.
In this case, using |V} Ves| > |V Vis|, we obtain the additional factor to Aj/yxg as

) o YeVe (1.61)
P/ ViV
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Finally, we obtain

b = ~AB IV, (4 (1)
A(BY — J/YKgs) \p P/
VarVes VigVia VesVi
ViVes ViV VaVed
— %o (1.62)

and
Im()\J/wKS) = sin 2¢1 (163)

The minus sign in front of equation (1.62) is due to the state of |J/¢Kg) being C'P odd.
Because of |B® — J/YKs| = |B® — J/¢YKg| and |q/p|=1, |A\jyxs| = 1 holds. As a
result, equations (1.43), (1.44), and (1.46) become much simpler:

Toojop(t) = lae™ (1 — sin2¢;-sin AM?), (1.64)
Ts_s,(t) = lal?e (1 + sin2¢;-sin AM?), (1.65)
acp(t) = sin2¢;-sin AMt. (1.66)

1.4 Measurement of sin 2¢; at B-Factory

In the B-factory, B mesons are produced from bb resonance state of Y(4S5), because the
T(4S) is the lowest bound state that can decay into two B mesons. In this system,
we observe the C'P violation in proper-time difference distribution. In the following
subsections, first we describe the proper-time difference of two B meson decays produced
from Y (4S5). Then we describe the overview to observe the C'P violation at the B-factory.

Experimental constraints and recent measurement of sin 2¢; are also described.

1.4.1 Proper-Time Difference

Y (4S) decays into a coherent B%-BY state with a C' odd configuration. Subsequently
oscillations take place preserving the C' odd configuration: Bose statistics tells us that
if one of the mesons is a BY at some time, the other one cannot be B° at that time,
since the state must be odd under exchange of two mesons. Let us consider the decay
rate of such pair of B mesons. We label each of the B mesons with its momentum: k or

k. Assuming AI' = 0, a state with By at time ¢t = ¢;; and B_j at time ¢t = ¢_; can be
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expressed as

1 vy .
[BeB (it _g)) = e C e+t _p)
L CAM{E g —tp) (p [
X 15111# (5|BgBOE> - ]—9|B%BOE>)
AM(t_ —tz _ o
+ COS%OB%BOIQ — |B%BOE>) , (167)

where BY(B° ) denotes By(B_;) is B® and BY%(B° ) denotes By(B_;) is B°. This equa-
tion is obtained from the time evolution of

1 0 o _ RO 0
75 (BB 4(0)) ~ B 4D B £(0). (1.68)

where the state is chosen to be anti-symmetric due to the C' odd state of the system.
The decay rates are computed for the case in which one of the particles decays in a

“favor-specific” way, while the other one decays in a “flavor-nonspecific” way, e.g.:
B — (~+X «+ B
B » (T+X < B
B — fep — B
Using the definitions of (/*X|B%) = ((~X|B%) = Ag;, (fop|B®) = a, and (fop|B®) =

a' = Acp-ap/q, the decay rates can be calculated as
_ 2 I rege -
)<(f X (fer) _g| BeB_g(t, L;;))) = 1° PH0)| Agg |?|al®
X [(1 +Aep?) + (1= |Aep|?) cos AM(t_; — t7)
— 2Tm(Acp)sin AM(t_; — t,;)], (1.69)

and

2 1 » 2
e

X [(1 +Aep?) = (1 — [Aep|?) cos AM(t_; — t;)

(¢ X)g, (for) i BeB gt t )

+ 2Tm(Acp) sin AM(t_; — t,;)]. (1.70)

Approximations of [Acp| =~ 1, and |q/p| =~ 1 for B® — J/9Kg simplify equations (1.69)
and (1.70) into:

Gee(t_pty) o e Ttetp) [1 + sin 2¢; sin AM(t_; — t,;)], (1.71)

where G = [((*X)g, (fop) gl BeB_g(tz t_z))|? and sin2¢; = Im(Acp).
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Let t_j as the time when one of two B meson decays into fcp state, and ¢ as the time
when another B meson decays in flavor-specific way, such as semileptonic decay. We
label the B meson decaying into C'P eigenstate as Bop and the remaining B meson
as By, hereafter. A duration measurement from Bi,, decay to Bep decay, defined as
At = t_p — ti, provides sin2¢, instead of the measurements of ¢t _; and tj, as follows.
Because we care about neither individual decay times of ¢;; nor ¢_z, we have to integrate
equation (1.71) with respect to ¢_; and t; under the constraint of At =¢_; —t;. Using
t_ >0 and t; > 0, we obtain

// dt_lg th G+ (t_];, t];) (S(t_lg —tg— At) ox e T1At <1 =+ sin 2¢4 sin AMAt) . (1.72)

It is worth mentioning what happens if we swap k and —Fk in equations (1.69) and (1.70).
In this case, “flavor-specific” mode is associated to B_g, and “flavor-nonspecific” mode
is associated to By, and therefore the definition of At is flipped as At =t; —¢_;. Thus,

we have exactly same functions as (1.69) and (1.70).

To summarize, in the C' odd system, if we measure the proper-time difference and if we

identify the flavor of Bi,s, we can extract sin2¢; from the At distributions.

Calculating a normalization factor for equation (1.72), we obtain a At distribution func-
tion as

1 _lag

foe (AL 5in2¢1) = ——e 70 (1 + sin 2¢; sin AMAt) , (1.73)

27'30

where 7go = 1/T is a lifetime of B® meson. In general, /T denotes that flavor-specific B
meson was BY and £~ denotes that flavor-specific B meson was BY. Figure 1.7 (a) shows
the proper-time difference distributions for fo+(At;sin2¢) (solid) and f,- (At;sin2¢;)
(dotted). Inputs of sin 2¢y, 7o, and AM are 0.60, 1.548 ps, and 0.472 ps™!, respectively.

1.4.2 Belle Experiment

In this subsection, we give introduction of the experimental procedure to determine sin 2¢,

in the Belle experiment, which is the B-factory experiment at KEK.

In the KEK B-factory, a BB meson pair is produced by a decay of Y(4S), where Y (45)
is a bb resonance state possessing a minimum mass to decay B°-B° pair. One of the
B meson pair is fully reconstructed to identify its decay final state. We reconstruct B
meson with J/1 and Kg mesons. J/¢ and Kg are constructed via J/i¢ — (70~ ({ = e, p)

and Kg — 777~ decay, respectively. Efficient determination of the charged particles and
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Figure 1.7: (a) Proper-time difference distribution for events with By,, tagged by ¢+
(solid) and for events with By, tagged by £~ (dotted). The input of sin2¢, is 0.60. The
diluted distribution of (a) by a single Gaussian resolution whose standard deviation is
0 =Tpo/2 (~ 100 um) is shown in (b).

good lepton identification capability is essential.

It is necessary to determine flavor of the associated B meson. This process is called “Havor
tagging”. In addition to the semileptonic decays, the presence of the following particles
can be used to tag the flavor of the B mesons: secondary lepton in b — ¢ — ¢+ decays,
fast pions, which reflects the charge of virtual W in b — ¢+ W™, slow pions coming
from D** whose charge reflects a charge of ¢, and kaons and A from cascade decays of
b — ¢ — s. When the probability to incorrectly assign the flavor of the associated B

meson is w, (called wrong tag fraction), the observed At distribution becomes

1 _lad
fer(At; sin2¢y) = 5 ¢ B0 [1 + (1 — w)-sin 2¢; sin AMAt}
TBO
1 _lad
+ e B0 [1 Faw-sin 2¢1 sin AMAt]
27'30
1 _lag
- e 7m0 [1 + (1 — 2w)-sin 26, sin AMAt] (1.74)

2TBO

Good particle identification, in particular lepton and kaon identification, is required to
minimize w.
The At is obtained from the distance of two decay vertices B,y and Bop (Az) as

Az
At =
'S B

where (87)p is a motion of B meson. Because the mass of Y(4S5) is close to a sum

(1.75)

of two BY masses, two B mesons are produced almost at rest in the Y(45) rest frame.
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Figure 1.8: Schematic drawing of the vertex reconstruction of two B decay vertices. In

the illustration, B, is assumed B® and Bep is assumed BY at the decay time of By
(At =0).

Thus, we can approximately assume that ((v)p is common for both B mesons. To make
the Az length sizable, we boost B meson by an asymmetric energy of the ete™ collider,
3.5 GeV for et and 8.0 GeV for e~. The produced Y(4S) possesses (B7)r = 0.425.
Because B meson pair is produced at the rest frame of the T(4S), B mesons also possess
(By)p = 0.425. Since B meson lifetime is 1.5 — 1.7 ps, the produced B mesons run
about 200 pum before they decay, which are sizable length by the detector. The decay
vertex of Bep is reconstructed by leptons from J/1 decay and the decay vertex of By, is
reconstructed by all remaining tracks after the J/¢ Kg reconstruction. Figure 1.8 shows
the schematic drawing of the vertex reconstruction of two B decay vertices. As equation
(1.73) states, accurate measurement of Az is crucial issue because the integration of
equation (1.73) with At vanishes sin2¢,. For the precise measurement of the B decay
vertex, the Belle is equipped with the silicon vertex detector. Figure 1.7 (b) shows
the asymmetry distribution of Az smeared by Gaussian whose o is 750/2 (~ 100 pm).
The distribution is changed drastically by the detector resolution. Thus, an appropriate

understanding of the resolution is one of essential component to measure sin 2¢;.

The wrong tagging probability varies event by event according to the By,, decay products.
The detector response also varies event by event by multiple scattering and energy loss of
the tracks, and/or resolution of each hit on the detector, and so on. To take into account
the event-by-event effect, we determine sin 2¢; from the asymmetric At distribution by

the unbinned-maximum-likelihood method.
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1.4.3 Constraints on sin 2¢; and Unitarity Triangle

The review of current experimental constraints is given in this subsection. Those mea-

surements define the preferable area for ¢; by specifying the apex of (5,7) in Figure 1.4

(b).

The entries in the first two rows of the CKM matrix are accessible in so-called direct (tree-
level) processes, i.e. in weak decays of hadrons containing the corresponding quarks. |V,4]
and |V,s| are known to an accuracy of better than 1%, |V is known to 5%, and |V.4]
and | V.| are known to about 10 — 20%. Hence, the two Wolfenstein parameters A and A

are rather well determined experimentally:

Ve

oy | = 0.80 % 0.04.

A = |Vis| = 0.2205 + 0.0018, A= ’

On the other hand, |V,;| has an uncertainty of ~ 30%, and the same is true for |Vq/,
which is obtained from B°-B° mixing. This implies rather significant uncertainty in p
and 1. A more precise determination of these parameters will be done by the B-factory

experiments.

To determine the shape of the triangle, one can aim for measurements of the two sides
and three angles. So far, experimental information is available only on the sides of the
triangle. Using the Wolfenstein parameterization and equation (1.18), the two sides of

the unitarity triangle are expressed as

- — — 1 A2\ |V,

R, = ’(O,O)H(pm)) = VPt = -1+ | b|7 (1.76)
A 2 ) |Va
- —— 1 .

Foo= |10 = 60| = VO=5P 7 = o5lViaVil (1.77)

[ViaVi| is accessible through B°-B° mixing shown in Figure 1.5 by the measurement of
mass difference, AM. The theoretical prediction by the Standard Model is [19]
6T AM

S ’ 1.78
ViaVi| G2mZ o Bp, f2,mp,S(m/mw) (1.78)

where 1¢cp is known as QCD correction factor measured to be n¢cp = 0.55 + 0.01 [21],
and S(m./mwy ) is a function of the top quark mass. The product, Bp, f%d, parameterize
the hadronic matrix element of a local four-quark operator between Bj-meson states.
Another way to improve the determination of R; is through a measurement of B-B?

mixing,

o JB.Bs, mp, AMp, 1—X\(1—2p)
" fi B, mp, AM A2

R . (1.79)
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Figure 1.9: Constraints on the apex of the unitarity triangle, (p,7). The superimposed

triangle is an example when the apex (p, ) comes within the preferred region.

The advantage of this way to the one from AM alone is that the elimination of dependence
on m; and the ratio of fp,/fp, can be more precisely determined than each decay constant
itself. Presently only a lower limit on AMp, is obtained, and thus it gives upper limit of
R;.

Another constraint is given by K% K° mixing parameter ex. The constraint arising in

the p-1 plane forms hyperbola, depending on a hadronic parameter By.

Figure 1.9 shows the constraint of the apex, (p,7), of the unitarity triangle. An example
triangle whose apex is within the area is also superimposed. The preferred region for ¢,
is

0.47 < sin2¢; < 0.89,

at 95% confidence level [22], or sin2¢; = 0.70 + 0.07 at 68% confidence level [23].

1.4.4 Previous Measurements of sin 2¢,

The first direct measurement of sin 2¢; was presented by the OPAL collaboration in 1998.
They selected 24 candidates of B® — J/¢ Kg decay with a purity of ~ 60% from 4.4 x 10°
hadronic Z° decays. They obtained [24]

sin 2¢; (OPAL) = 3.2 T35 (stat) £ 0.5(syst).

The ALEPH collaboration recorded 23 candidates of B® — J/1Kg from 4.2 x10° hadronic
7% decays with estimated purity of 71%. The result was [25]

sin 2¢; (ALEPH) = 0.84 7982 (stat) + 0.16(syst).
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The CDF collaboration also reported sin2¢; value. In 110 pb~! of proton antiproton
collision at /s = 1.8 TeV, they accumulated 395 + 31 events of B® — J/¥ Ky candidates,
with a signal-to-noise ratio (S/N) of 0.7. Their conclusion was [26]

sin 2¢, (CDF) = 0.79 T5-4} (stat+syst).

Recently the CDF collaboration updated their result with improvement of analysis tech-
nique [27]. The result is: sin2¢;(CDF) = 0.91 £ 0.32 (stat) £ 0.18(syst), but this is still

preliminary.



Chapter 2

Experimental Apparatus

We describe the experimental apparatus for the observation of the C'P violation in this
chapter. The accelerator, the detector including the trigger system and the data acquisi-

tion system, and the computing environment are described in this order.

2.1 KEKB Accelerator

The KEKB is an asymmetric energy collider of 8.0 GeV electron beam and 3.5 GeV
positron beam, to produce Lorentz boosted B meson pairs. The center-of-mass energy is
10.5 GeV, where Y (45) resides, and Y(4S) decays into two B mesons, B°B or B* B~
in motion with (8v)y = 0.425. Created B mesons run about 200 um before they decay,
because their lifetimes are 1.5 — 1.7 ps. The design luminosity of the accelerator is
103 em =25~ L

Figure 2.1 is an illustration of the KEKB accelerator. Electrons and positrons are injected
from a linear accelerator (LINAC) into two main rings at Fuji area. The storage rings
of electrons (HER) and positrons (LER) are about 3 km long in circumference. They
are installed in existent TRISTAN tunnel. The traveled electrons and positrons interact
with each other at only one interaction point, Tsukuba area. The crossing angle of two
beams at the interaction point is =211 mrad in order to avoid parasitic collisions near the
interaction point. The Belle detector is installed surrounding this interaction point.

The luminosity (L cm™2s™!) for a flat beam can be expressed as

L=22x10*¢(1+7) (];I) : (2.1)

29
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Figure 2.1: KEKB accelerator. Electrons go through high-energy ring (HER) in clock

wise, and positrons go through low-energy ring (LER) in anti-clock wise.

where
¢ = beam-beam tune shift parameter,
(this parameter reflects the strength of the beam-beam collision),
r = aspect ratio of the beam shape (1 for a round and 0 for a flat beam),

E = beam energy in GeV,
I = circulating current in A, and

5;‘ = vertical beta function at interaction point in cm.

At the design luminosity of 103 ecm~2s™!, which corresponds to 10® Y (4.5) yield per 107 s,
5000 bunches will be injected in each storage ring, where the bunch interval is 2 ns, i.e.
60 cm in space. The main parameters of the KEKB are listed in Table 2.1.

The commissioning of the KEKB accelerator started in December 1998. The first beam
collision was observed in February, 1999 without the Belle detector at interaction region.
The Belle detector was installed at the interaction region in May, 1999. Although a
present performance is not good as the design, the achieved performance is highest in

the world: the peak luminosity has reached 5.47 x 1033 cm™2

s71, the daily integrated
luminosity usually exceeds 200 pb™! (our record is 288 pb™!), and monthly integrated

luminosity is recorded to be 6.1 fb~1.
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Table 2.1: Main parameters of the KEKB. (T: without wiggles, ¥: with wiggles)

Ring LER HER Units
Particle et e
Energy (E) 3.5 8.0 GeV
Circumference (C) 3016.26 m
Luminosity (£) 1 x 103 cm 27!
Crossing angle (6,) +11 mrad
Tune shifts (£,/&,) 0.039/0.052
Beta function at IP (5;/3;) 0.33/0.01 m
Beam current (/) 2.6 1.1 A
Natural bunch length (o) 0.4 cm
Energy spread (og/F) 71x107* | 6.7x1071
Bunch spacing (sp) 0.59 m
Particles/bunch (og/E) 3.3 x 10" | 1.4 x 101
Emittance (¢, /e,) 1.8 x 1078/3.6 x 10710 m
Synchrotron tune (v;) 0.01 —0.02
Betatron tune (v,/v,) 45.52/45.08 | 47.52/43.08
Momentum compaction factor (a) 1x1071=2x10"
Energy loss/turn (Up) 0.817/1.5% 4.8 MeV
RF voltage (V) 5—10 10 — 20 MV
RF frequency (frr) 508.887 MHz
Harmonic number (h) 5120
Longitudinal dumping time (7.) 437 /23* 23 ms
Total beam power (B,) 2.77/4.5% 4.0 MW
Radiation power (Psg) 2.17/4.0% 3.8 MW
HOM power (Pgom) 0.57 0.15 MW
Bending radius (p) 16.3 104.5 m
Length of bending magnet (L) 0.915 5.86 m




wviivwpeel <. JLPCTOHTOCT00We 21 U Wil Wi o

SVD

CDC

PID (Aerogel)
TOF

Csl

KLM
Superconducting

Figure 2.2: Overview of the Belle detector.

2.2 Belle Detector

The Belle detector is installed at the interaction point of electron-positron beams in
Tsukuba experimental hall. Figures 2.2 and 2.3 show the cut-off and the side views of
the Belle detector.

Because of the asymmetric beam energy, the detector is configured to be asymmetric.
It means the detector acceptance is larger in the direction of electrons, which is defined
as “forward” direction. The detector is configured with 1.5 T super-conducting solenoid
and iron structure surrounding the beams. B meson decay vertices are measured by a
silicon vertex detector (SVD) [28] situated just outside a beryllium beam pipe. Charged
particle reconstruction is provided by a wire drift chamber, called central drift chamber
(CDC) [29]. Particle identification is provided by dE/dz measurements in CDC, the
aerogel Cherenkov counter (ACC) [30], and time of flight counters (TOF) [31]. Elec-
tromagnetic showers are detected in an array of electromagnetic calorimeter (ECL) [32]
made of thallium doped CsI located inside the solenoid coil. Muons and K mesons are
detected by resistive plate counters (KLM) [33] interspersed in the iron return yoke of

the magnet.
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Figure 2.3: Side view of the Belle detector.

The coordinate system of the Belle detector is defined a

x:  horizontal outward to the KEKB ring,

y:  vertical upward,

z:  opposite of the positron beam direction,

re VARt

0 :  polar angle measured from +z direction, and
¢ : azimuthal angle around z axis.

The performance of each detector is summarized in Table 2.2. In the following subsections,

we give a brief description of each detector together with the beam pipe and the iron yoke.

2.2.1 Beam Pipe

Figure 2.4 shows the cross sections of the beam pipe at the interaction region. The beam
pipe consists of two cylinders with different radii, the inner one is » = 20.0 mm and
the outer one is 23.0 mm. Each cylinder have 0.5 mm thickness. The space within two
cylinders is filled with chiller-helium gas. The beam pipe is made of beryllium to reduce

the multiple Coulomb scattering at the beam-pipe wall.



Table 2.2: Summary of performance parameters of the Belle detector. p and pr in GeV/c and E in GeV.

| Detector | Type | Configuration | Readout | Performance
Beam Beryllium Cylindrical, » = 20 mm . .
pipe double-wall 0.5 mm (Be) / 2.5 mm (He) / 0.5 mm (Be) Helium gas chilled
. 300 pm-thick, 3 layers _
SVD DO‘Sliblsir?ded r = 3.00 — 6.05 cm i Z‘ggg 11: o, ~ 200 pm
P length = 22 — 34 cm o
) Or-¢ = 130 pm
Small cell Anode: 50 layers A: 84k . = 200 — 1400 um
Cbe drift chamber Cathode: 3 layers C: 18k op /Dy = (0.20p; @ 0.29)%
r=8-288 cm, —79 < z < 160 cm o o _t7%'
dE/dz =
~ 12 x 12 x 12 cm?® block
=1.01 —-1. >
ACC " ﬂil 01 . L (1)3 960 barrel, 228 end-cap 1788 Wi/Kiﬂ_ef 2_<6 <35
Stiica acroge FM-PMT readout PeAS PSS9
.. 128 ¢ segments oy = 100 ps
TOF Scintillator r = 120 cm, 3 m long 128 x 2 7K p < 1.2
TSC Scintillator Attached to TOF 64
op/E = (0.066/FE
. Towered structure r: 6624 1
81/EV4 @ 1.34
ECL Thalhucfld(’ped ~ 5.5 % 5.5 x 30 cm3 crystals 2p 1 1152 &0 8_/ 0.7 +@3 4?}\}%
r=125—162 cm, z = —102 and 196 cm 2y : 960 Tpos = 1 14
+1.8/E"* mm
Magnet Super_ inner radius = 170 cm B=15T
conducting
14 layers
. A¢p = A6
Resistive 5 cm Fe + 4 cm gap 0:16 k B
KLM plate counter 2 RPCs in each gap ¢:16 k =30 jgl;l;af(i fO;SKL
0 and ¢ strips ot W
05 R.m.s. energy resolution
EFC BiyGe3 012 2 x 1.5 x 12 em? 5 39 7.3% at 8.0 GeV
' 5.8% at 3.5 GeV

omam 1ImAddTr amaa12119 1T o~ 1AM 1

b oY
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Figure 2.4: Cross section of the beryllium beam pipe at the interaction point.

2.2.2 Silicon Vertex Detector — SVD

It is crucially important to measure the flight length of produced B mesons in the z
direction to study the C'P violation. The SVD provides information necessary for the
precise reconstruction of the decay vertices, where the Az resolution is required less
than ~ 200 pgm. In addition, the vertex detector is useful for the identification and
measurements of the decay vertices of charmed mesons and tau leptons. The SVD also
plays an important role for the track reconstruction. The layout of the SVD is shown
in Figure 2.5. The SVD comprises three cylindrical detection layers of “ladders”, where
a ladder is composed of two, three, or four double-sided silicon strip detectors (DSSDs).
The polar angle coverage is from 23° to 140°. The layers consist of 8, 10, and 14 ladders,
respectively. The radii of each layer are 3.0 cm, 4.55 ¢m, and 6.05 cm. In order to
achieve a vertex resolution better than 200 um, good alignment is required. To help
accomplish good internal alignment, the SVD is designed to include some overlap regions
for DSSDs in adjacent ladders. Each ladder in turn is made from two “half ladders”. In
the innermost layer, each half ladder has one DSSD. In the second layer, one half ladder
has two DSSDs and another half ladder has one DSSD. In the outermost layer all half
ladders have two DSSDs. Figure 2.6 shows a schematic view of the DSSD. The DSSD has
a size of 57.5 x 33.5 mm? with thickness of 300 um. One side (n-side) of the DSSD has
n*-strips oriented perpendicular to the beam direction to measure the z coordinate and
the other side (p-side) with longitudinal p*-strips, allows the ¢ coordinate measurement.

The bias voltage of 75 V is supplied to the n-side, while grounding the p-side. A charged



wviivwpeel <. JLPCTOHTOCT00We 21 U Wil Wi o

SVvD endview

SV D sideview
= e — e — e — =2
—_ - e j
e '/

Be beam pipe

139M°

IP
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Figure 2.6: Schematic drawing of the DSSD.
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particle traversing the depletion region of the n-bulk silicon generates an electron-hole
pairs, which drift to each strip and make hit signals. Aluminum readout electrodes for
the charge probing on the strips are AC-coupled to the strips with high-resistive poly-
silicon. Induced charges on the electrodes by the strip charge are readout as hit signals.
The DSSD strip pitch for the p-side (n-side) is 25 (42) pm and the readout pitch is
50 (84) pm. The total number of readout channel is 81920. The front-end readout is
performed by 128 channel VA1 chips [34] that include pre-amplifiers, shapers and track-
and-hold circuits. The scanned analog signals are transferred to the electronics hut by
repeater modules, then digitized by flash ADC modules, where event buffering and zero
suppression are performed together with the A/D conversion.

Good signal-to-noise ratio and high strip yields are needed to ensure the efficient matching
between tracks detected by the CDC and the signal clusters detected by the SVD. Typical
S/N ratio is measured to be 47 for p-strip sides and 19 for n strip sides. The strip yields
that are defined as the fraction of channels with S/N > 10 are measured to be 98.8%,
96.3%, and 93.5% for innermost, second, and outermost layers, respectively. To evaluate
the SVD performance, the matching efficiency between tracks found in the CDC and
the SVD, and the impact parameter resolution are measured. The matching efficiency is
the probability that a CDC track within the SVD acceptance has associated SVD hits
in at least two layers, and in at least one layer with both the r-¢ and r-z information.
Tracks from Kg — w7~ decays are excluded from this calculation because these tracks
do not necessary go through the SVD. Figure 2.7 shows the SVD-CDC track matching
efficiency for hadronic events as a function of the date of data taking. The average
matching efficiency is measured to be better than 98.7%, although we observe slight
degradation after one year operation as a result of the gain loss of VA1 from radiation
damage. The momentum and angular dependence of the impact parameter resolution are
shown in Figure 2.8 and well represented by following formula: (19 @ 50/p@sin®?6) pum
for the resolution in the r-¢ plane and (36 @ 42/pBsin®?#) um for the resolution in the

z direction, respectively, where “@®” indicates a quadratic sum.

2.2.3 Central Drift Chamber — CDC

The primary role of the CDC is the detection of charged particle tracks and the reconstruc-
tion of their momenta. The magnetic field in the CDC bends charged particle according
to its momentum. The CDC tracks its trajectory and determine its momentum. The
physics goals of the experiment require a momentum resolution of o, /py ~ 0.5%+/1 + p?
(pt in GeV/c) for charged particles with p; > 100 MeV/c in the polar angle region of
17° < 6 < 150°. The CDC is also involved in the particle identification using the mea-
surements of ionization loss of a charged particle (dE/dz). Amount of dE/dz depends
on 3 =wv/c (Bethe-Bloch formula), which enables us to identify the particle species.
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Figure 2.7: SVD-CDC track matching efficiency as a function of the data of the data
taking.
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Figure 2.8: Impact parameter resolution by the SVD (a) in the r-¢ plane and (b) in the

z direction.



wviivwpeel <. JLPCTOHTOCT00We 21 U Wil Wi o JJ

BELLE Central Drift Chamber

2204

702.2 - 1501.8

790.0 1589.6

880

Interaction Point

Cathode part

, ,
T_, X T—> X
100mm 100mm

Figure 2.9: Overview of the CDC.

The configuration of the CDC is shown in Figure 2.9. The polar angle coverage of the
CDC is from 17° to 150°. The inner and outer radii of the CDC are 8 cm and 88 cm,
respectively. The detector coverage in the z direction is from —702.2 mm to 1502.2 mm.
The CDC is a small-cell drift chamber containing a total of 50 cylindrical sense-wire
layers, with 32 axial-wire layers and 18 stereo-wire layers. The axial wires are configured
to be parallel to z axis, while the stereo wires are slanted approximately £+ — 50 mrad.
The stereo angle enables us to reconstruct the particle trajectory three-dimensionally.
The CDC has 8400 drift cells, which are rectangle (16 x 17 um?). One cell consists of one
sense wire and eight electric field wires. The sense wires are gilded tungsten of 30 ym in
diameter to maximize the drift-electric-field, and the field wires are unplated aluminum
of 126 pum in diameter to reduce the material of the chamber. The field wires produce
electric fields up to the edge of the cell. The electric field strength at the surface of the
aluminum field wires is configured to be less than 20 kV/cm to avoid radiation damage.
A mixture of He (50%) and CoHg (50%) is filled in the chamber. The use of the helium
minimizes the multiple Coulomb scattering contributing to the momentum resolution.
The radiation length and the drift velocity of the He-CoHg mixture are about 640 m and
4 cm/pus, respectively. A charged particle traversing in the CDC produces ionized gas
(~ 100/cm). A charge avalanche is caused by the ionized gas and it drifts to the sense
wire with a finite drift-time, then a signal is measured. In the innermost radii, three

cathode strip layers are installed to provide the z position measurements of tracks for
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Figure 2.10: CDC spatial resolution as a function of drift distance.

trigger system.

Figure 2.10 shows the spatial resolution as a function of the drift distance. The posi-
tion resolution is approximately o,-4 = 130 pm in average. The transverse momentum
resolution oy, /p; is (0.20p; & 0.29)% where p; is the transverse momentum measured in
GeV/c. Figure 2.11 shows the p; resolution as a function of pg, with the fitted curve to
the resolution function form.

The CDC is involved in the particle identification for the tracks with p < 0.8 GeV/c
and p > 2.0 GeV/c measuring dE/dz. A scatter plot of the measured (dF/dx) and the
particle momentum is shown in Figure 2.12, together with the expected mean-energy-
losses for different particles. The resolution of dE/dx is 04p/a, = 6.9% for minimum

ionizing pions from Kg decays, as shown in Figure 2.13.

Charged Particle Reconstruction

The charged particle reconstruction is initiated by finding of track-segment-hit-patterns
in the CDC. The tracks projected onto the r-¢ plane are searched for with axial wires,
then the hits of the stereo wires are used to determine z positions of the track. Track
parameters (momentum and position) of the found track are fitted based on the Kalman
filtering technique [35], which minimizes the effects of the multiple Coulomb scattering
and non-uniformity of the magnetic field in the CDC in the determination of the track

parameters. Then, all of the hit points are connected and fitted to a helix to obtain the
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Figure 2.13: Distribution for measured dF/dz divided by expected dE/dx for pions from
K decays.

particle momentum and position. Finally, the reconstructed charged particle trajectory is
extrapolated toward the SVD to be connected to the SVD hits to improve the resolution
of the track parameters. The track parameters are computed again with the combination
of the hits on the CDC and the SVD.

The track momenta are calibrated by a scaling constant so that reconstructed invariant
masses of J/1¢ and D° become consistent with the world averages. In the calibration
procedure of the track momenta, first we construct J/¢ mass from J/¢ — ptp~ decay
and D mass from D° — K~7" decay. The means of the reconstructed mass distributions
are compared to the world averages and then track momenta are tuned to reproduce the
world averages by the reconstructed masses. The calibrations are made according to each
change of the detector configuration. The major source of a fluctuation in the calibration
constant comes from the fluctuation of a current supplied to the solenoid magnet. The
amount of the correction is O(1073). The estimated errors of track positions and momenta
are also calibrated by a scaling constant. A cosmic ray that penetrates the detector is
recognized by the track finding algorithm as two individual tracks. The “two” tracks
should possess same track parameters, and the difference of the parameters between the
“two” tracks must be Gaussian distribution. The scaling constants are introduced so that
the standard deviation of this Gaussian should be equivalent to the error of the track

parameters estimated by the Kalman filtering. Typical amounts of the corrections by the
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scaling constants are 10 — 15%.

2.2.4 Aerogel Cherenkov Counter — ACC

The ACC provides fine 7%/K®* separation for the momentum range of 1.2 < p <
3.5 GeV/c by detection of the Cherenkov light from particle penetrating through sil-

ica aerogel radiator. The light emission condition is represented as
m<p-vn?—1, (2.2)

where m and p are particle mass and momentum, and n is a refractive index. Light
mesons such as pions fire the ACC while heavier mesons such as kaons do not, which is
the basic concept for the particle identification by the ACC. The 7*/K* separation and
consequent kaon detection are one of essential issues for the C'P violation study because
a sum of kaon charges in an event gives good information to tag the flavor of By,,. To
meet the high 7% /K separation performance in the multi-GeV /c momentum ranges, the
threshold type Cherenkov counters are required to have refractive index between those
of liquid and the solid [30]. The silica aerogel provides a good refractive index for this
requirement. The silica aerogel is a porous colloidal form of (SiOsz),, with more than 95%
porosity. It has low density because of the structure, and consequently it has low refractive
index. The density and the consequent refractive index is determined according to its
chemical production procedure. The ACC consists of 960 counter modules segmented into
60 cells in the ¢ direction for the barrel part and 228 modules arranged in 5 concentric
layers for the forward end-cap part of the detector. A global configurations of the ACC
are shown in Figure 2.14, and a typical single ACC module is shown in Figure 2.15 (a)
and (b) for the barrel and the end-cap ACC, respectively. A single ACC module consists
of blocks of silica aerogel contained in 0.2 mm-thick aluminum box. The silica aerogel
has different five refractive indices, n = 1.010, 1.013, 1.015, 1.020, and 1.028, depending
on its polar angle regions in order to obtain good 7% /K* separation for whole kinematic
range of particles from B decays. The Cherenkov light generated in the silica aerogel
is fed into one or two fine-mesh photo-multipliers (FM-PMTs) attached to the aerogel
radiator modules. The FM-PMTs can operate in the 1.5 T magnetic field. A number of
readout channels is 1560 in the barrel ACC and 228 in the end-cap ACC.

2.2.5 Time of Flight Counter — TOF

A time of flight counter (TOF), which is made of plastic scintillation counters, is used to
distinguish kaons from pions up to 1.2 GeV/c. In addition to particle identification, the
TOF provides fast timing signals for the trigger system to generate gate signals for ADCs
and stop signals for TDCs, which are described in 2.4.2. The trigger modules attached to
the TOF is called TSC (Thin Trigger Scintillation Counter). The counters measure the
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Figure 2.14: Arrangement of the ACC at the central part of the Belle detector.

elapsed time between a collision at the interaction point and the time when the particle
hits the TOF layer. For the measured flight time with an appropriate correction (7') a

particle mass (m) is represented by

T2
m:p~\/ﬁ—1, (2.3)

where L is flight path length. The detection of p and T gives the particle species. The
time of flight at p = 1.2 GeV/c is 4.3 ns for K* and 4.0 ns for 7%, respectively. The time
resolution of 100 ps gives 7=/ K* separation capability in 3o.

Figure 2.16 is an illustration of one TOF/TSC counter of both ends. One 5 mm-thick
TSC layer and one 4 cm-thick TOF counter layer are arrayed cylindrically at the position
of L = 1.2 m in radius from the interaction point with 1.5 cm gap. The scintillators are
wrapped with 45 pm thick polyvinyl film for light tightness and surface protection. A
total number of 128 TOF counters are placed in the ¢ sectors, and each counter is viewed
by the FM-PMT at both ends. One FM-PMT is glued to each TSC at backward end. A
total number of TSC counters is 64. A total number of readout channels is 256 for the
TOF and 64 for the TSC.

Figure 2.17 shows the time resolution for forward and backward PMTs of the TOF,
separately, and for the weighted average of the time resolution as a function of hit position.
For 1.2 m flight path, the time resolution must be better than 100 ps to achieve 30 7+ /K*
separation at 1.2 GeV/c. With this accuracy, we have clearly separated distributions

of kaon mass from pion mass as shown in Figure 2.18. The result shown meets the
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Figure 2.15: Schematic drawing of a typical ACC counter module for (a) barrel and (b)
end-cap ACC.
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Figure 2.18: Mass distribution from TOF measurements for particle momenta below
1.2 GeV/c. The points are obtained from hadronic events, and histogram is obtained

from Monte Carlo prediction by assuming time resolution of 100 ps.

requirements.

2.2.6 7*/K?* Separation

The 7%/ K* separation is an important issue for the flavor tagging. In this subsection, we
describe the method to separate kaons from pions. The separation of kaons from pions
is based on three nearly independent observables; dF/dx measurement by the CDC,
the TOF measurement, and the photon emission detected by the ACC. Each of these
detector is involved in the particle tagging in different momentum and angular region
and the combination of them provides good particle separation performance.

The likelihood measured by the CDC is represented by

EdE de = GXp (X2/2> X2 — (dE/dI)mes - (dE/dI)eXP ? (24>
/4 2V 27TO’dE/d$’ OdE/dax ’

where “mes” and “exp” denotes measured and expected dE/dx, respectively, and o4g/ds
is an expected resolution of dE/dz. The TOF x? is calculated by taking the difference
between a two-dimensional vector containing the observed times in two ends of the TOF
counter and one containing the predicted times; A = tobs — t;rd. With defining a 2 x 2
error matrix F, x? is represented as x? = ATE'A, and the TOF likelihood is computed

as

Lror = %- (2.5)

In contrast to the dF/dx and the TOF counters, the ACC is basically an on-off device,

or threshold type device, where the observed signal (number of photo-electrons, N.)
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takes zero or distributed according to small-number statistics. However, in an actual
measurement, a sub-threshold particle has a small chance to fire the ACC with a few N
due to mainly three sources: (i) scintillation light from the reflector, (ii) high energy o-
ray, which is an orbital e, knocked on from the counter material by an incident particle
(because of its light mass, the e~ is easily given high enough momentum to fire the
ACCQC), and (iii) electrical and thermal noise from the front-end electronics and dark
current of the FM-PMT. To consider these components, the measured N, is translated
into probabilities, Lacc, for assumed particle species at the measured 3. We construct
look-up table for Lacc from the Monte Carlo simulation. Although the ACC is still
an on-off device basically, the usage of the Lacc gives high performance of the 7% /K*
separation.

Figures 2.19 (a) through (c) show the discriminants for kaons and pions that are used to
calculate their likelihoods. The Monte Carlo expectations are also shown. Figure 2.19
(a) shows the distributions of the number of photo-electrons for kaons and pions. The
distribution is obtained for the ACC whose refractive index is 1.010. Figure 2.19 (b)
shows the distribution of “measured” minus “expected” time-of-flight normalized by the
expected error in an assumption of kaon track for p < 1.2 GeV/e. Figure 2.19 (c-1)
and (c-2) show the distribution of A(dE/dx)/o for (c-1) p < 0.8 GeV/c and for (c-1)
p < 2.5 GeV/c. The total likelihood is calculated as a product of above three likelihoods.
The kaons are distinguished from pions with the likelihood calculated with each detector

information as
Lx+ L,

The validity of the 7% / K identification is demonstrated using charm decay, D** — D%t

P(K) P(r) = 1 — P(K). (2.6)

followed by D° — K~n'. Figure 2.20 shows two-dimensional plots of the likelihood
ratio, P(K) and measured momenta for the tagged kaon and pion tracks. Clear separa-
tion of kaons and pions up to 4 GeV/c can be observed. The identification efficiency and
wrong identification fraction to pion as kaon is shown in Figure 2.21. The likelihood ratio
selection, P(K) > 0.6, is applied in this figure. For most of the region, the measured

kaon efficiency exceeds 80%, while the wrong identification fraction is kept below 10%.

2.2.7 Electromagnetic Calorimeter — ECL

The main purpose of the ECL is the detection of electrons and photons from B meson
decays with high efficiency and good energy and position resolutions. In this study, the
electron detection is especially an important issue because we reconstruct J/1 meson
from J/¢ — ete (+radiative ) to identify the decay final state of Bop. Moreover, the
leptons significantly indicate the flavor of Bi,g.

The electron identification relies primarily on a comparison of the charged particle mo-
mentum reconstructed by the CDC and the energy deposit at the ECL clusters. Elec-
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Figure 2.20: Likelihood ratio P(K), versus momenta for daughter tracks from D° —

K7 decays, tagged by the charge of the slow 7’s.

The open circles correspond to

kaons and the cross points to pions.

Efficiency

[any

09 taet, Vo
Ty

0.8

:
06 PID(K) > 0.6

0.5 ® K efficiency

o
N

O T T T

X 7 fake rate
0.3
0.2

0.1

!
x
I

1l
i
e b b b b b b e by

05 1 15 2 25 3 35 4
P (GeVic)

o
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Figure 2.22: Overall configuration of the ECL.

trons deposit most of its energy at the ECL by electromagnetic shower, while u* or other
hadrons deposit small fraction of their energies. Good energy resolution results in better
hadron rejection. Since most photons are the end product of cascade B decays especially
from 7Y, the photons have low energies. It is also important to detect up to about 4 GeV
photons for B — K*y or B® — 7% decay studies. Therefore, the ECL is designed to
provide good sensitivity of photons from low (< 500 MeV) to high energy.

The overall configuration of the ECL is shown in Figure 2.22. The ECL consists of 8736
thallium doped Csl crystal counters. CsI(T¢) crystals have various nice features such
as a large photon yield, weak hygroscopicity, mechanical stability, and moderate price.
Each CsI(T¥) crystal is 30 cm long, which corresponds to 16.2.Xy, where X is a radiation
length. Each crystal has a tower-like shape and is arranged almost to the interaction
point. The barrel crystals are located at » = 1.25 m, while forward and backward ECLs
are located at z = +1.96 m and z = —1.02 m, respectively. The polar angle coverage
of the ECL counters is 17° < 6 < 150°, corresponding to 91% of total solid-angle. The
barrel part ECL has a 46-fold segmentation in the ¢ direction and 144-fold segmentation
in the # direction. The ECL at the forward end-cap is segmented into 13-folds in the 6
direction while the segmentation in the ¢ direction varies form 48 to 144. The ECL at the
backward end-cap is segmented in 10-folds in the ¢ direction. A total readout channels
of the ECL is 17472.

The position resolution is measured to be dependent on the photon energy:

3.4 1.8
Opos = <027 + W + W) min, (27)
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Figure 2.23: Position resolution of the ECL as a function of incident photon energy. The

solid curve indicates a fit to equation (2.7).

where E is in GeV. The position resolution is shown in Figure 2.23. The points above
1 GeV are obtained from Monte Carlo simulation. The energy resolution is measured as
a function of incident photon energy for 3 x 3 matrices and for 5 x 5 matrices of the ECL

counters. The nominal resolution is measured to be

oE 0.066 _ 0.81
2 - (1'34@7@ E1/4)% (2.8)

with the study of 3 x 3 ECL matrices. E is in GeV. The measurement results are shown
in Figures 2.24. These performances enable us, for example, to reconstruct 70 — ~v
candidate with invariant mass resolution of 4.8 MeV /c?, and  — ~y candidates with the
resolution of 12 MeV/c?.

Photon Reconstruction

Photon reconstruction starts from the ECL clustering. First, “seed” crystal are searched
for that have highest energy deposit than any neighboring crystals. Total energies in
3 x 3 crystal matrices (Esx3) and 5 x 5 crystal matrices (Esy5) (crystals taken into
account has energy deposit at least 500 keV) around the seed are calculated. To be
identified as a photon cluster, the crystal surface of the cluster must not be associated
to charged particle trajectory. When such cluster has total energy deposit greater than
500 MeV, it is identified as photon. In case of the cluster energy greater than 20 MeV,
Esy3/Fs«5 > 0.75 is required for the photon identification. When the energy deposit is
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Figure 2.24: ECL energy resolution as a function of incident photon energy for (a) 3 x 3
and (b) 5 x 5 matrices. The error bars are the r.m.s. values of four measurements taken
with the crystals (3,3), (3,4), (4,3),and (4,4) into the photon beam.

smaller than 20 MeV, the cluster is not considered as a photon hit.

Electron Identification

As we described, most significant signature of electron is an energy deposit in the ECL by
the electromagnetic shower associated with a charged track. Since most electron energy
is lost by the electromagnetic shower in the ECL, the E/p distribution, where E is ECL
cluster energy and p is reconstructed momentum by the CDC, for electrons forms a peak
around 1, while that for hadrons does not. In addition, the lateral spread of the elec-
tromagnetic shower and the hadronic shower differs because the radiation length of the
electron is smaller than the interaction length of the hadron, which is also an significant
signature for electron identification. The other remarkable signature is a distinguishable
dE/dx distribution of electrons from other charged hadrons or muons. The electron iden-
tification is established based on mainly these facts. The electron identification watches
following discriminants: (i) matching of an extrapolated charged track position and the
ECL cluster, (i) the ratio F/p, (iii) shower shape at the ECL, and (vi) dE/dz mea-
sured by the CDC. In addition to above requirements, light yield in the ACC is also
incorporated for the electron identification to eliminate kaons.

Figure 2.25 (a) shows an E/p distribution of electrons and pions. The histogram of
electrons has a peak around E/p ~ 1. A tail observed in lower E/p region of electrons

comes from an interaction of electrons with materials in front of the ECL. The additive
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distributions measured by the ECL, respectively, and (c) is d£/dz distribution by the
CDC.
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Figure 2.26: (a) Electron identification efficiency with £, > 0.5 in radiative Bhabha
events for the barrel region, and (b) wrong identification fraction of electron to pion as a

function of momentum in the laboratory frame.

Prab information gives better electron identification in even lower E/p region. Figure 2.25
(b) shows the distributions of F3x3/Fs5«5 of electrons and pions. As we stated, due to the
difference of the shower evolution, Fsy3/Fsxs5 for the electromagnetic shower is larger than
that of hadronic interaction shower. Energy deposit for electrons and pions measured by
the CDC is shown in Figure 2.25 (c¢). The dE/dz also enables us to distinguish electrons
from hadrons effectively. The likelihood ratio computed with the combination of above

parameters are

[[CL

L= . . ,
H CLZe + H OLilotfe

(2.9)

where CL¢ and C'L!, . denotes the confidence level of the i-th discriminator for electrons
and non-electrons, respectively. The electron identification efficiency with £, > 0.5 for
radiative Bhabha events is shown in Figure 2.26 (a). The distribution of the electron
identification efficiency and the wrong identification fraction of electrons to pions as a
function of particle momentum in the laboratory frame are shown in Figure 2.26 (b).
Typical efficiency is measured to be > 90%, and typical wrong identification fraction is
measured to be < 1% for pjp, > 1.0 GeV/ec.

The detailed description of electron identification procedure is given in [36].
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Figure 2.27: Cross section of a KLM superlayer.

2.2.8 Magnetic Field

A charged particle in a magnetic field runs through helical path of which radius cor-
responds its momentum. To measure particle momentum in the CDC, 1.5 T magnetic
field is applied parallel to the beam pipe. The provider of the magnetic field is a super-
conducting coil consisting of a single layer of niobium-titanium /copper embedded in high
purity aluminum stabilizer. The coils are chilled by liquid helium. The return path of
the magnetic flux is provided by the iron structure. The iron structure also works as an

absorber material for the KLM and a support for all of the detector components.

2.2.9 K and Muon Detector — KLM

Outside of the magnetic field, K and muon detector (KLM) is installed. The main
purpose of the KLM is the detection of muons from J/v» — pu"p~ decay or K from
BY — J/¢ K} decay, which can be used for C'P violation study. The KLM is designed
to detect K and muons with momenta of p > 600 MeV /c. The muons with less than
500 MeV momentum do not reach at the KLM due to energy loss in front of the KLM.
The KLM consists of alternating layers of charged particle detectors and 4.7 cm-thick
iron plates. There are 15 detector layers and 14 iron layers in the octagonal barrel region
and 14 detector layers in each of forward and backward end-cap region. Figure 2.27
shows a cross section of the KLM super-layer. The polar angle coverage of the KLM
is 20° < € < 155°. The detection of charged particles is provided by glass-electrode



wviivwpeel <. JLPCTOHTOCT00We 21 U Wil Wi o

resistive plate counters (RPCs) [37]. The RPC has two electrodes with high resistivity of
> 10'% Q-cm separated by gas-filled gap that consist of 30% argon, 8% butane, and 62%
freon. In the streamer mode, an ionizing particle traversing the gap initiates a streamer
in the gas that results in a local discharge of the plates. This discharge is limited by the
high resistivity of the plates and the quenching characteristics of the gas. The discharge
induces a signal on external pickup strips, which can be used to record the location and
the time of the ionization. The strips are roughly 5 cm wide and configured in the 6 and
¢ directions. Total number of the readout channels is 37984.

K1 ’s are identified by the detection of K hadronic interactions in the ECL, iron yoke,
or the KLM itself. It is not possible to measure K, energy with high accuracy because
of large fluctuation in the size of the shower, but possible to measure the direction of K7,
momentum. Since B — J/¥ K], is two-body decay and J/v can be fully reconstructed,
the measurement of K energy is not essential for the reconstruction of the B candidate
decaying into this mode. The K ’s positions are detected with the accuracy of A¢ =
A6 = 30 mrad, while timing resolution is few ns. Charged pions and kaons are attenuated
by hadronic interactions in the ECL and other absorbers, while muons penetrate the iron
plates of the KLM much farther with few deflections by Coulomb scattering. This enables
us to detect muons by the KLM. The muon detection efficiency is better than 90% above

1.5 GeV/c momentum.

Muon Identification

We identify muons by the facts that due to small interactions muons are more penetrating
than pions that are dominating background for muon identification. The extrapolated
tracks from the CDC is associated to the hits on the KLM. Around the extrapolated track
trajectory, number of penetrated iron plates, called Nyeas, are counted. The number
of crossing iron plates with the track trajectory, N..es, is also computed geometrically.
Because of the penetrative characteristic of the muons, AN = Nios — Nmeas for muons
becomes smaller number than hadrons. Figure 2.28 (a) shows the AN distribution for
muons and pions obtained from Monte Carlo simulation. In addition, we use the fact
that due to small interactions, muons are not scattered by the KLM material during
traversing the KLM. Therefore, the hit positions on the KLM RPCs can be assumed
not to be deviated from the geometrical expectation by the CDC track trajectory and
the KLM RPC positions. If we extrapolate the CDC track by assuming the particle
being muon, and if the real species of the particle is pion, the deviation of the real hit
positions from the expected hit positions becomes large. We represent such deviations
by the reduced 2. The distributions of the reduced x? for muons and pions are shown
in Figure 2.28 (b). The muon identification is performed with computing likelihood ratio
being muon, as well as the electron identification. Figure 2.29 shows the distribution of

likelihood ratio for muons and pions. Figure 2.30 (a) shows the muon detection efficiency.
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Figure 2.28: (a) AN distribution and (b) the reduced x? of the transverse deviations
between computed and measured points. Solid lines and broken lines represent the dis-

tributions for muons and for pions, respectively.
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Figure 2.30: Detection efficiency and the wrong identification fraction of muons to pions

as a function of the muon momentum in the KLM.

Typical efficiency for pp, > 1 GeV/c is better than 90%. Wrong identification fraction
of muons to pions is measured with Kg — 777~ decay. The fraction is smaller than 2%
for plap > 1 GeV/c. It is shown in Figure 2.30 (b). The details of the muon identification

is given in [38].

2.2.10 Extreme Forward Calorimeter — EFC

In order to improve the experimental sensitivity to some physics processes such as B — 7v,
the extreme forward calorimeter (EFC) is needed to extend the ECL coverage, 17° < 0 <
150°. The EFC covers the angular range from 6.4° to 11.5° in the forward direction
(electron direction), and from 163.3° to 171.2° in the backward direction. Since the EFC
is placed in the very high radiation-level area by photons or electrons due to synchrotron
radiation and spent electrons, radiation hardness is required at Mrad level. We adopt a
crystal calorimeter made of BiyGe3O15 as the EFC, which satisfies the radiation hardness
and provides good energy resolution for electrons and photons, (0.3 — 1.0)%/ \/m ,
with reasonable costs. Both forward and backward EFC consist of BiyGe3O15 crystals
segmented into 5 regions in the 6 direction and 32 regions in the ¢ direction in order to
provide better position resolution. Typical cross-section of a crystal is about 2 x 2 cm?
with 12X, for forward and 10.5X, in backward, where X is the radiation length.

2.3 Trigger

The role of the trigger system is to determine to record or discard the hit signals on
each sub-detector. A data taking procedure to record the signals is initiated by the trig-

ger signal. The event rates for both physics processes and backgrounds are estimated
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Figure 2.31: Overview of the Belle trigger system.

to be ~ 100 Hz, respectively. The total event rate is estimated to be about 200 Hz at

2571, The components of the event rates for the physics

the goal luminosity of 1034 cm™
processes are listed in Table 2.3, together with the background trigger rate. Besides
the electrical noise, we have many background sources associated with the beams: spent
(or off-momentum) electrons (e*’s) or/and photons produced by Bremsstrahlung of beam
particles with residual gas, Coulomb-scattered e*s by residual gas atoms, e*s from the ra-
diative Bhabha scattering at the interaction point, and the synchrotron radiation. Among
these backgrounds, the spent e~ background from the high-energy beam is measured to

be the severest.

The trigger system consists of the level-1 hardware trigger [39] and the level-3 software
trigger [40], where the latter one runs on the online computer farm. In addition, the
Belle trigger system is equipped with the level-4 trigger [41], which can perform more
elaborated reduction of background events on the offline computer farm. This multi-level
trigger system is designed to keep up with an expected increase of beam background due
to the upgrade of the KEKB performance. The overview of the Belle trigger system is

shown in Figure 2.31. We describe each trigger level in this section.

Figure 2.32 shows the schematic view of the level-1 trigger. The CDC, TOF, ECL,
KLM, and EFC generate trigger signals, which are fed to global decision logic (GDL)
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Figure 2.32: Level-1 trigger system for the Belle detector.

to determine whether the event should be stored or discarded. The sub-detector trigger
systems can be categorized into two types: one is a track trigger and the other is an energy
trigger. The CDC provides r-¢ and r-z track trigger signals. The TOF trigger system
provides an event timing signal and information of the hit multiplicity and topology. The
ECL generates trigger signals based on the total deposit energy and the cluster counting.
Two photon events as well as Bhabha events are tagged by the ECL triggers. The KLM
trigger gives additional information on muons. Because of the high beam current, high
beam backgrounds are anticipated. Since the background rates are sensitive to the actual
accelerator condition, it is difficult to make reliable estimation. Therefore, the trigger
conditions should be flexible enough so that background rates are kept within tolerance
of the data acquisition system, while the efficiency of physics events is kept high. The
trigger condition installed in the GDL is programmable to realize the flexibility. The
GDL makes final decision within 2.2 us after beam crossing time. The primary timing is
generated by TOF trigger that has a time jitter less than 10 ns time jitter. Once the GDL
trigger is generated, the trigger signal is distributed to each DAQ sub-system, which is

described in the next section.

The aim of the level-3 trigger is the reduction of the storage usage. It runs on the online
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Table 2.3: Total cross section and trigger rates with £ = 10** cm=2s7! from various
physics processes at T(4S). T : values pre-scaled by a factor 1/100, * : restricted condition
of p > 300 MeV /c.

Physics process Cross section (nb) | Rate (Hz)
Y(4S) — BB 1.2 12
Hadron production from ete™ — ¢g 2.8 28
T 0.8 8
Tt~ 0.8 8
Bhabha (6, > 17°) 44 4.47
YY(Brap, > 17°) 2.4 0.24f
27 process (O, > 17°, py > 100 GeV/c) ~ 15 ~ 35¢
Total ~ 67 ~ 96
Backgrounds - ~ 100

computer farm, which outputs the data to be stored on the tape recorder. The description
of the online computer farm is given in Section 2.4.3. The event filtering is based on the
number of reconstructed tracks and the total momentum in the r-¢ plane obtained by a
fast tracking program. The charged tracks with p, > 350 GeV/c are reconstructed form
the GDL inputs using a memory look-up method. Az can also be measured up to the
resolution of about 9 mm using drift time information. The reduction factor of the events

is about 2.

The level-4 trigger running on the offline computer farm is installed to reduce the CPU
consumption of the analysis by 10%. The required reduction factor by the trigger is 5—10
without causing sizable inefficiencies for all physics events. The level-4 trigger reconstruct
tracks using the CDC hit signals. It rejects 78% of triggered events, while retaining very
close to 100% of B decay events.

2.4 Data Acquisition — DAQ

The goal performance for the data acquisition system (DAQ) is to catch up 500 Hz
trigger rate, while keeping a dead-time fraction less than 10% so that we can catch up
with the improvement of the KEKB performance. In order to achieve this requirements,
the distributed-parallel system has been devised. The global design of the system is
shown in Figure 2.33. The entire system is segmented into 12 DAQ sub-systems running
in parallel, where each of them is comprised in a VME-crate. Because of relatively large
data size to other sub-detectors, SVD DAQ consists of four DAQ sub-systems and CDC
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Figure 2.33: Schematic view of the Belle DAQ system.

DAQ consists of two DAQ sub-systems. Once the trigger signal is generated by the GDL,
it is notified to the DAQ sub-systems by timing distribute modules (TDMs) through a
sequence controller (SEQ). The data acquisition for the triggered event is started by the
TDM signal. The analog hit signal is digitized by Q-to-T technique except for the SVD
and by A/D converter for the SVD. Digitized data from each sub-system are read by the
DAQ sub-system, and then transferred to the event builder to be combined into a single
event record [42]. The event builder converts “detector-by-detector” parallel data to an
“event-by-event” data stream. The output from the event builder is transferred to the
online computer farm. At the online computer farm, data formatting, calibration, event
reconstruction, and event filtering known as level-3 trigger is performed. The online
computer farm also performs data sampling to be fed to the data-quality-monitoring
stream, so that experimentalists can verify the quality of data flowing. As the last
procedure, the online computer farm dumps the data to mass storage system, located
at the computer center connected with optical fibers. A typical data size of a hadronic
event by BB or ¢g production is measured to be about 30 kB, which corresponds to the

maximum data transfer rate of 15 MB/s.

Figure 2.34 shows the total dead-time of the DAQ system as a function of trigger rate
measured in real beam runs. At the typical trigger rate, 200 Hz, we achieve the dead

time less than 4%. The overall error rate of the DAQ flow is measured to be less than
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Figure 2.34: Dead time of the DAQ as a function of the trigger rate.

0.05%. The major source of the dead time is considered the data transfer from readout

system to the event builder.

2.4.1 Trigger Timing Distribution

A signal of the final trigger decision by the GDL is first fed to a sequence controller
(SEQ). The SEQ ensures the correct timing handshaking by detecting “busy” signal
from each DAQ sub-system. It also monitors the trigger rate and the dead time. The
TDMs are located in the VME-crate for the control of each DAQ sub-system. The TDM
receives the trigger signals from the SEQ, and distributes them to the DAQ modules in
the VME-crate in which the TDM resides, and hence from the detector readout side, it
is seen as if triggers are generated from the TDM. Upon the signal from the TDMs, the
DAQ sub-system initiates the data acquisition procedure. During the data processing,
the DAQ sub-systems raise “busy” flag for the SEQ through the TDM until they finish

the signal digitization so that the next trigger is not issued.

2.4.2 Signal Digitization

The hit information of each detector is digitized using a charge-to-time (Q-to-T) converter
except for the SVD. The Q-to-T converts charge amount to the time interval by storing
the charge to a capacitor and discharging it with a constant rate. A pulse, whose width
corresponds to the signal amplitude, is generated with the timing of the leading and

trailing edges corresponding to the start and stop of discharging. By digitizing the timing
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Figure 2.35: Principle of the Q-to-T technique.

of the leading and trailing edge of the pulse with respect to “a common stop timing”, we
can determine both the timing and the amplitude of the input signal, which has great
advantage for the CDC data acquisition. The distributed trigger signal from the TDM
is regarded as the “common stop timing”. Figure 2.35 shows the principle of the Q-to-T
technique. It is necessarily for particle tracking by the CDC to measure both charge left
on sense wires and drift time of the initial ionization clusters to the wire. The Q-to-T
technique realizes both detections with single probe. These timings are digitized with
time digitization module (TDC) equipped with LIFO. Upon the common stop timing,
the TDC stores the digitized data to its memory. The data on the TDC LIFO are read
by VME modules and then transferred to the event builder, as illustrated in Figure 2.36.

The SVD has 81920 readout channels and it is not realistic solution to perform the
A/D conversion channel by channel in parallel. The charge information is read out by
32 intelligent flash ADC modules (HALNYs) with embedded four DSPs in each, which
performs data sparsification, zero suppression, and data compression. As a resulting
data size is compressed to ~ 10 kB. Since the single event size is still larger than the
capacity of one event-builder-transmitter, the SVD readout system is divided into four
sub-systems. In each sub-system, signals are digitized by the HALNYSs, and transferred
to the event builder in parallel. The SVD readout sequence is synchronized and initiated
by an external timing modules (TTMs). TTMs receive a trigger signal from the TSC
and distribute it to the VAls. TTMs also wait for the decision from the GDL notified
via TDM, so that they can initiate A/D conversion of the scanned data. The readout
software from the flash ADCs is combined with the event-builder-transmitter software
that runs on a SPARC VME CPU to minimize the overhead of copying data. The block
diagram of the SVD DAQ is shown in Figure 2.37.
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Figure 2.37: Block diagram of the SVD DAQ system. The global control is made through

run control software, where the detail is described in Section 2.4.4.
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Figure 2.38: Architecture of the NSM.

2.4.3 Event Building and Online Computer Farm

The detector signals from VME readout modules and SPARC readout modules are com-
bined to a single event by the event builder. The data are sent via 1.2 Gbps network from
the modules to the event builder. The event builder is configured to be 12 x 6. The hit
signals from up to 12 DAQ sub-systems are built up to single event then transferred to
one of six online computers. The role of the online computer farm is to format an event
data into an offline event format, to proceed level-3 trigger, and to output the data to the
storage system. The online computer farm consists of six VME crates, where each con-
tains a PowerPC based control processor. A fraction of events are sampled by the online
computer farm and sent to a PC server via Fast Ethernet for the real-time monitoring of

data quality and event display. The sampling rate is typically 20 Hz.

2.4.4 Run Control

The control of all the Belle DAQ components is done based on the Ethernet or Fast Eth-
ernet connection. Each detector sub-system has its own DAQ management software com-
municating with the central DAQ manager and with the detector-environment-monitoring
system. The communication software, called NSM (Network Shared Memory), provides
two functionalities. One is data image sharing between any DAQ management software,
and the other is message passing to the run management softwares, such as start and stop
queue of runs from central DAQ manager, or run-halt signal due to emergency situation

of the detectors from the monitoring system. Figure 2.38 shows an architecture of the
NSM.
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2.5 Offline Computing

Collected data by the Belle detector are analyzed at the offline computer farm. It is
also an important task for the offline computer farm to make Monte Carlo simulation
study. Required processing power of the offline computers amounts to 15000 SPECint95.
Because this computational power cannot be achieved by a single CPU, we developed
parallel processing scheme by multi-CPUs. We chose the Symmetric Multi Processor
(SMP) architecture as a platform. The total storage capability of the offline computer
farm is ~ 10 TB.

We developed own data processing framework, BASEF/FPDA [43][44] (Belle AnalysiS
Framework /Framework for Parallel Data Analysis), which are especially suitable for both
the production of data summary tape (DST) and physics analysis. The recorded events
are sequentially scanned by one process. Each bulk of around 10 events is distributed to
another process. The number of processes are equal to the number of embedded CPUs
on the SMP machine. The distributed bulks of the events are processed on CPUs in
parallel, then returned to an another process to be stored onto a tape, a hard disk, or
other storage media. The branching output path for the HBOOK [45] is also equipped.
With the framework running on the offline computer farm, the production speed of the
DST is ~ 1 fb~* per day.

The processing framework also provides a scheme of Monte Carlo generation. The bulks
of seeds of a random numbers instead of events themselves are distributed to generator
processes running on CPUs. A decay simulator is a program which generates particles
tracing the decay chains according to a given manuscripts. The initial state of the particle
generator is typically chosen from T(4S) or ¢g. The decay simulator used by the Belle
analysts is QQ98 originally developed by the CLEO group [46], and is modified by the
Belle group [47]. The GEANT [48] is used as a full simulator of the detector performance
in the Belle. It was originally developed at CERN. The GEANT simulator takes the decay
simulation generated by QQ98 and simulates hit records on each detector associated to
the generated particles. The output from the full simulator is stored in the same format
as the real data so that one can use same analysis programs for both real and simulated

data samples.



Chapter 3
Event Reconstruction

In this chapter, we describe the procedure of the event reconstruction to measure the
CP asymmetry. We use B® — J/1Kg as the decay final state of the C'P eigenstate
in this study. First, we select hadronic events from the data samples accumulated with
the Belle. Then we reconstruct J/¢ and Kg mesons, and finally we fully reconstruct B
mesons from them. For the reconstructed events, we apply the flavor tagging procedure to
identify the associated B meson’s flavor. We also reconstruct the proper-time difference

from decay vertices of B® and B" mesons.

3.1 Event Sample

Figures 3.1 show an integrated luminosity per day and a total integrated luminosity since
the start of the Belle experiment. We use data accumulated since January 2000. The total
triggered luminosity is 29.1 fb~! at the Y(4S) resonance, corresponding to 31.3 million
BB pairs. The branching fraction of each decay is listed in Table 3.1 [49]. The expected
number of B mesons decaying into BY — J/1Kg on this data sample is ~ 1100.

Table 3.1: Branching fractions for each decay mode. : sum of B® and B°.

Mode Branching ratio
Y (4S) — B"B° > 48%

B BY — J/¢Ks | (4.5+0.6) x 1074 x 21
J/p — 00 (11.81 £0.14)%
K¢ —ntn~ (68.61 £ 0.28)%

Total (3.6 4+0.1) x 107°

69
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Figure 3.1: Integrated luminosity per day (top) and total integrated luminosity (bottom)

since June 1999.

3.2 BB Event Selection

We select hadronic events from the data sample to eliminate the QED events, p*u~
process, two-photon process, and beam backgrounds. Here, “QED events” is referring to

Bhabha or radiative Bhabha processes. The applied primary selection criteria follows:

e Events with only two tracks or less can be considered to come from the QED
event. Even if they come from some hadronic processes, we cannot utilize them
because of few tracks. Therefore, at least three “good” tracks are required, where
a “good” track is defined by |dr| < 2.0 cm and |6z < 4.0 cm measured from an
nominal interaction point, and the transverse momentum of the “good” track must
be greater than 100 MeV /c. The definitions of the “goodness” is loose enough not

to discard physics events of any interest.

e At least two “good” clusters must be detected by the ECL within the volume of
—0.7 < cos < 0.9. The “good” cluster is defined as the cluster with energy deposit
of 100 MeV or larger. This is required because most clusters have a very shallow
angle in the QED events.

e Total visible energy (F.;s) that is a sum of good track momenta and “good” photon

energies in an event, should be greater than 20% of the Y (4S5) energy. The “good”
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photon is defined as the “good” ECL energy clusters which is not associated to the
charged particle trajectory reconstructed by the CDC.

e To suppress the QED events, the fraction of the total energy deposit in the ECL
in an event must be between 10% and 80%. The QED events have larger energy
deposit in the ECL, around 100%.

e The sum of the z components of the momentum of good tracks and good photons
is required to be balanced around zero to eliminate the beam backgrounds. The

absolute quantity of the sum must be smaller than a half of the T(45) energy.

e The “event-primary-vertex”, which is formed by all good tracks, must be between
1.5 cm and 3.5 cm from the interaction point in the r-¢ and r-z planes, respectively.
This is also required to reject the beam background events, because the background

events are not originated from the interaction region.

From the Monte Carlo simulation, we find the above selection criteria retains more than

99% of BB events, while keeping the contamination of non-hadronic components smaller

than 5%.

To suppress continuum e*e™ — g process, we applied selection of Ry = Hy/Hy < 0.5,
where Hy and H, are defined as zeroth and second order Fox-Wolfram moments [50]. Ry

is explicitly defined as
N N

SO (1A - (3eost gy - 1)]

Ry, = , (3.1)

2%%[1@\@3@

where p; is a momentum vector of i-th particle, ¢;; is an angle between p; and p; in

the cms, and N is a total number of particles in the event. In jet-like events such as
ete” — ¢q, most cos¢;; tend to get ~ +1 and the numerator and the denominator in
equation (3.1) becomes similar number. Ry becomes 1 in the limits of narrowest two-jet
event. On the other hand, spherical events like B decays becomes Ry ~ 0. The efficiency
loss due to Ry selection is estimated to be smaller than 0.5% [51]. The R, distribution
for the BB events and the continuum events are shown in Figure 3.2.

3.3 B — J/1¢Ks Reconstruction

The reconstruction of B® — J/¢Kg is described step by step in this section. J/v

is reconstructed from two identified leptons and K is reconstructed from two charged
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Figure 3.2: R, distributions. The white histogram represents BB events and the hatched

histogram represents continuum events. The distributions are obtained from Monte Carlo.

particles. These intermediate mesons are combined to reconstruct B°. In the following

subsections, we describe the J/1¢, Kg, and B reconstructions.

3.3.1 Reconstruction of J/v

J/1 is reconstructed using the decay modes going into two leptons, J/¢ — p*tp~ and
J/p —ete.

J /1 reconstruction using J/¢ — ptp~ decay starts from searching for oppositely charged
particles. Since reconstruction of B® — J/¢Kg mode is free from background, we require
loose muon identification to gain the reconstruction efficiency. At least one muon is
required to have the muon likelihood ratio greater than 0.1. Remaining muon is required
to satisfy much looser criterion that the energy deposit in the ECL be consistent with
minimum ionizing, i.e. between 100 MeV and 300 MeV. The invariant mass of p+pu~ pair
is calculated with the assumption that charged particles have the muon mass (M/f =
105.7 MeV /c?):

2
Miﬂr = <\/Mi+ + |p+ |2 + \/Mi_ + |p;—|2) — |pis + -2 (3.2)
The invariant mass, M,+,-, must be between M, —60 MeV /c* and M, 436 MeV /c?,

which corresponds to —5 and +3.5 times the standard deviation (o) apart from the

average J/v¢ mass (M, = 3096.87 MeV/c?), respectively. The invariant mass window
is asymmetric due to missing energy carried out by radiative photon though the effect is
much smaller than ete™ case. Figure 3.3 (top) shows an invariant mass distribution of
M

utu-, where arrows indicate the edges of the mass window.
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Figure 3.3: Invariant mass distributions for J/1 — u*u~ (top) and J/¢ — eTe™ (bot-

tom). Arrows indicate the invariant mass ranges.

J/1 reconstruction with another leptonic decay, J/i¢) — eTe™, also uses oppositely
charged electron-position pairs. As well as J/i) — uTu~ case, we apply loose require-
ments for the electron identification. At least one electron is required to have electron
likelihood greater than 0.1. Remaining electron is required to have one of electron prob-
abilities calculated with the dE/dz or E/p information being greater than 0.5. In the
J/1 — eTe™ decay, radiative photon carries out the energy, and thus the reconstructed
J/1 mass distribution has tail in lower mass region. To take into account the radiative
photon energy, all photons are searched for in the cone within £0.05 rad from the elec-
tron (or positron) track direction measured at the interaction point of the track (Figure
3.4). When such photons are found, their energies are added to the associated electron

(position). The invariant mass of ete™ is calculated as

2
M = (M M R) <t 6
where p.+ and p.,- are the corrected by the four-momentum of the radiative photons
when such photons are found. Although the correction is applied, the invariant mass
distribution has broad tail in the lower mass region, because photon is absorbed by
the material in front of the ECL. The invariant mass of eTe™ pair must be between
My — 150 MeV /¢? and M, + 36 MeV /c?, which corresponds to the —150 and +3.50
range. Figure 3.3 (bottom) shows an invariant mass distribution of M+ .-.
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Figure 3.4: Ilustration of search region for photons on the ECL for J/¢ — ete™ decay.

The J/v momentum in the center-of-mass frame must be below 2 GeV/c. After the
invariant the mass selection, we calibrate the lepton momenta under the constraint that
the invariant mass of £* + /¢~ becomes the known J/1) mass. It improves the reconstructed

B° momentum resolution.

3.3.2 Reconstruction of Kg

K is reconstructed from oppositely charged two pions. Because Kg can be reconstructed
with small backgrounds, particle identification for pion tracks are not performed to keep
high efficiency. The initial decay vertex is reconstructed as the middle point of two
helices at the crossing point in the r-¢ plane. Then the parameters for the two helices are
recomputed at the initial decay vertex while taking into account the effect of the energy
loss and multiple scattering. The vertex position is reconstructed using improved helices.
When the vertex reconstruction succeeds, the initial decay vertex is replaced with the
newly reconstructed vertex at which the invariant mass of Kg candidate is calculated.
Since Kg has relatively long lifetime than other mesons. it traverses around 7.5 cm in
the r-¢ plane in the Belle experiment. We reject the Kg candidates with short flight
length. When none of two charged tracks has the associated SVD hits, the ¢ coordinate
of the 77~ vertex point is required to agree with the three-momentum direction of the
77~ candidate within 0.1 rad. When one has SVD hits and the other does not, at least
one of the distances from the track to the interaction point must be larger than 250 pm
in the r-¢ plane to suppress tracks from the interaction points'. The invariant mass of

7t T, My+r—, is calculated assuming the average pion mass, M+ = 139.6 MeV /c?, for

In case that both tracks have associated SVD hits, we require only common decay vertex for two
tracks (distance of the two tracks z direction should be smaller than 1.0 cm) rather than the flight length.
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Figure 3.5: Invariant mass distribution of Kg — 77 ~. The arrows indicate the invariant

mass range.

the charged tracks:

2
M?% = (\/M;f+ + |par |2 + \/Mg, + |p;|2> — |prs + pr- |2 (3.4)

The invariant mass should be between 482 and 514 MeV/c?, which corresponds to three
standard deviation away from the world average of the Kg mass. The selection listed
above retains 99.7% of Kg signals. Figure 3.5 shows the invariant mass distribution of
Kg candidates. Arrows in the Figure represent the mass-window edge. The detail of the

Kg reconstruction is described in [52].

3.3.3 Reconstruction of B°

BY is reconstructed by the combination of the reconstructed J/i¢ and Kg. The energy

and the momentum of the reconstructed B° candidate are calculated as
Ep = Ej/y + Ekg, PB = DJjjy + PKs- (3.5)

For the B° reconstruction, we calculate the energy difference, AE, and the beam-energy

constraint mass, My.. The energy difference is defined as AE = Eg™ — Efos  and

the beam-energy constraint mass is defined as My, = /(B2 )2 — [p%™[2, where ES2S
denotes the beam energy in the center-of-mass frame of Y(4S5), and Ef™ and p@™ are
the energy and the momentum of the reconstructed B in the same frame. The scatter
plot of M. and AFE is shown in Figure 3.6 together with the projections onto each axis.
BY candidates are selected by requiring 5.2694 < My, < 5.2894 GeV /c? corresponding to

+3.50 from average B® mass (Mpo = 5.2794 GeV/c?), and |AE| < 40 MeV corresponding
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Figure 3.6: Scatter plot of AE versus M,.. The box in the upper right figure represents
the signal region. The upper left figure represents the projections onto AE axis with
5.2694 < My, < 5.2894 MeV /c?. The lower figure represents the projections onto M,
axis with |[AFE| < 40 MeV.
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to 40. When one event contains more than one B° candidate, the candidate with the

least 2 among them is selected, where x? is defined using AE and M, as

AE\? M, \ 2
= (—) + ( b ) (3.6)
OAE O My,

In the signal region, we have 457 candidates of B — J/9Kg. A crowd of events is

seen in lower right area of the AFE-M,. scattered plot. The crowd is a contamination
from B® — J/¢K*® decay. The events of B® — J/YK**(Kgr") are reconstructed as
BY — J/¢¥Kg by missing 7°. The number of the backgrounds in the signal region is
estimated by a two-dimensional fit on the A E-M,,. distribution. The background fraction
in the signal region is estimated to be 0.038£0.010. The detailed estimation of the signal

fraction is described in Section 4.2.1.

3.4 Flavor Tagging

To measure the C'P asymmetry, the flavor of By,, must be determined. We discuss the

flavor tag procedure in this section.

Following processes are used to determine the flavor of the By,,: primary lepton in the
semileptonic decays from b — ¢/~ 7y, secondary lepton in b — ¢ — ¢ decays, fast pions,
which reflects the charge of virtual W in b — ¢+ W ~, slow pions coming from D** whose
charge reflects a charge of ¢, and kaons and A from cascade decays of b — ¢ — s. All of
remaining tracks after the BY — J/1 Kg reconstruction, except for poorly reconstructed
tracks such that whose impact parameters with respect to the interaction point are greater
than 10 cm in 2z direction or greater than 2 cm in the r-¢ plane, are used to determine

the flavor.

Even high quality of flavor tagging capability, we have to consider wrong identifications of
the flavor. Let the determined flavor be ¢, where +1 is assigned for events with By, = B°
and vice versa, and the wrong tag fraction be w (0 < w < 1). As we discussed in Section
1.4.2, the At distribution is represented with ¢ and w as

_laty

e B0 [1 + (1 — 2w)-q-sin2¢; -sin AMAt|. (3.7)

fee (At sin2¢,) = 21

TRO

We always observe the C'P violation through “(1 — 2w)-sin2¢,” instead sin 2¢;, and thus

the determination of precise w is one of essential issues in the measurement of sin 2¢;.

The efficiency of the flavor tagging must be discussed with care. We have to consider
both the tagging efficiency and wrong tagging probability. Even if we can achieve high

efficiency by some method, it might be meaningless if most events have w = 0.5, because
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they do not carry flavor information. We have to quote the effectiveness to discuss the

flavor tagging performance. First, we define a overall (naive) flavor tagging efficiency, e,
by
Number of flavor-identified events

€= N ; (3.8)

where N is a number of total events. As we have seen in equation (3.7), the measured

asymmetry, agp, is (1 — 2w)-sin2¢;. Therefore, the significance of ayp is represented as

/
significance = dor (1 —2w)-veN. (3.9)
d(agp)

Thus, the “effective tagging efficiency”, eq¢, can be defined as
cep = (1 —2w)>. (3.10)

In the following subsections we describe the flavor tagging method, then we discuss the
estimation of the wrong tag fraction using flavor specific decays in real data, and we

determine the effective tagging efficiency.

3.4.1 Flavor Tagging Method

The flavor of By, is determined from the charges of the tracks in B,y decay. The flavor
tagging consists of two stages, called layers: track-layer and event layer. The track-layer
has four categories in parallel with different purpose: lepton like track, slow pion like
track, A like track, and kaon like track. To determine the flavor, we use multi-dimensional
likelihood method to utilize as much discriminants as possible [53]. In the track-layer, each
track is given “r-q” value, where r is a flavor tagging quality defined as r =1 — 2w. For
every track category, we construct a look-up table of the multi-dimensional likelihood
containing “r-q” values by combining several discriminants defined for each category
based on the Monte Carlo simulation. The second layer is the event layer. The event
layer collects the r-q information from the track-layers and determines the final r-q value.
Figure 3.7 illustrates the schematic view of the flavor tagging method. Because of the
likelihood approach, we can obtain w in event by event. We utilize the event-by-event w

to change the weight of the event for the sin 2¢; determination.

Track Layer

Each of the tracks from Bi,, is classified into one of the track categories. Among Biag
decay products, a track pairs that form Kg invariant mass and a track consistent with
photon conversion, whose invariant mass is smaller than 100 MeV /c? and transverse

momentum is larger than 1.5 GeV /¢, are never used for the flavor tagging.
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Figure 3.7: Schematic view of the multi-dimensional likelihood method for the flavor

tagging.

e Lepton category
The lepton category is intended to accept the high and middle momentum leptons
together with the fast pions. All tracks that come to this category is required
to have the cms momentum (p*) larger than 400 MeV/c. This category consists
of two sub-categories according to its lepton flavor. When the likelihood ratio
of e* /K% is greater than 0.8, the track is categorized to electron sub-category.
The track with p > 400 MeV/c and with larger likelihood ratio of pu*/K* than
0.95 is passed to muon sub-category. Because the lepton identification quality
depends on the track polar angle (f,1), this quantity is also examined. The fast
leptons are considered to come from the semileptonic B decays and the middle
momentum leptons are considered to come from the semileptonic D decays. We
discriminate fast leptons from middle momentum leptons by the p*, recoil mass
(Mecoin ), and missing momentum in the cms (pZ ... ), where the recoil mass is defined

as the invariant mass made up by all By, tracks except for this “lepton”.

We construct the look-up table of the multi-dimensional likelihood with the p*, the
lepton likelihood, cos Oab,, Mrecoil; Phisss a1d lepton charge. The numbers of bins for
each discriminant are 11, 4, 6, 10, 6, and 2, respectively. Thus, the total number
of bins of the look-up table is 11 x4 x 6 x 10 x 6 x 2 = 31680. For each of 31680
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bins, we assign the r-q value obtained as

o NBO —NEO

=B 'B° 3.11
NBO+N§0 ( )

r-q
where Npo and Ngo are numbers of B® and B° in the bin estimated from the
Monte Carlo simulation. The look-up tables of other categories are constructed in

the similar ways.

e Slow-pion category
The slow-pion category is intended to accept the charged particles from D** decays.
When p* is smaller than 250 MeV /c and it is not positively identified as kaon, it is
classified to the slow-pion category. The major contamination for this category is
other pions than D** decay. Electrons that come from photon conversion are also
the background of this category, although the such electrons are eliminated by the
invariant mass selection of Mg+.- < 100 MeV/c% 1In the slow pion category, we
use following discriminant variables: momentum and polar angle in the laboratory
frame (piap, and 6,p,), an angle between the thrust axis of Bi,, decay tracks and
the candidate slow pion momentum in the cms (cos ay, ), likelihood ratio of e* /7
based on dE/dx measurement, and the track charge. Since the direction of slow
pion from D** follows the direction of the D**_ it also tends to follows the direction
of thrust axis. Therefore, indirect p* taken from py,, and 6y, and cos oy, enables us
to discriminate the slow pions from D** decay and other pions. The measurements

of dE/dx is used to effectively separate the slow pions from those electrons.

e A category
We reconstruct A from A — pr~ decay. If a track forms A with other track, it is
passed to the A track category. The discriminant variables are: an invariant mass
of reconstructed A, a mismatch in the z direction of two tracks at A vertex (dz),
an angle difference between A momentum vector and the direction to decay vertex
point of A from the interaction point, proton identification quality, and its flavor
(A or A). 0z indicates whether two tracks are originated from common A vertex.
Because A lifetime is rather long (7 = 7.89 cm), the smaller angle between the

reconstructed A direction and the flight direction indicates more possibility of A.

e Kaon category
The remaining tracks that are not classified to any of above categories and are not
positively identified as proton, are passed to kaon track category. The kaon category
is intended to take kaons and some fast pions. The kaon track category is divided
into two sub-categories according to the existence of Kg in the event. Because
K can also carry out the strangeness from the cascade decay of b — ¢ — s, the

correlation of kaon charge and By, flavor becomes much weaker when Kg exists in
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a event. The discriminant variables used for this category are: p*, 6.5, likelihood
ratio of K* /7% and the track charge. First, three variables are expected to separate

kaons from pions.

Event Layer

The event layer gathers the information on the flavor from each of the track categories,
and determines the final r-g value. The event layer uses following discriminants: best
“r-¢” from the lepton category ((r-q)¢), best “r-¢” from the slow-pion category ((r-q)x.),
and “r-q” by the product of all outputs from A and kaon categories ((r-q)x). Because
the number of lepton indicating the Bi,, flavor is expected to be one in a single event,
only best “r-¢” value from the lepton category is taken. It is also true for the slow-pion
category. Unlike lepton category or slow-pion category, the signature of the Bi,, flavor
show up in a sum of the strangeness in a event. Therefore, the third discriminant is
calculated by the product for all tracks in this category together with outputs from the
A category. The product is expressed as

H(l +7itqi) — H(l —1i"qi)

= H(1+n~qi)+H(1 —Tinq) 312

% %

The final r-q is also obtained by referring the multi-dimensional look-up table. The
numbers of bins are 25, 19, and 35 for (r-q)s, (r-q)x, and (r-q)g, respectively. The
content “r-q” in the look-up table are obtained in the same way as described in the
lepton category, although it is obtained using independent Monte Carlo sample of those

used to construct the look-up tables for the track categories.

The overall efficiency that is defined as the fraction of r # 0 events against total input

events is 99.6% in the Monte Carlo simulation.

3.4.2 Measurement of Wrong Tagging Probability

We test consistency between the r obtained from the Monte Carlo simulation and r
estimated from flavor specific B decays in the real data. We use r from the Monte Carlo
simulation to categorize the tagged events. The event is classified into six quality levels
according to the computed r values: 0 < r < 0.25, 0.25 < r < 0.5, 0.5 < r < 0.625,
0.625 < r < 0.75, 0.75 < r < 0.875, and 0.875 < r < 1. For each r regions, we estimate
Tdata from the real data of following decay modes: B — D*~¢*v, B® — D~n*, B? —
D*~n*, and D*"pT in the real data, where D° — K7t D — K-7n*7% and D° —
K- ntnt7~. These decays are flavor-specific and we can know their flavors independently

of the flavor tagging method. The detailed reconstruction procedures for these modes are
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Table 3.2: Combined wrong tag fractions, wy, from the semileptonic and hadronic B
decays, and the event fractions, f,, obtained from J/1Kg Monte Carlo simulation, for

each r interval. The statistical errors dominate over the w uncertainties.
14 Ty Wy stat. syst. fo

0.000 — 0.250 | 0.465 =£0.008 19905 | 0.405
0.250 — 0.500 | 0.352 +0.013  F9:99% | (.149
0.500 — 0.625 | 0.253 40.016  T501% | 0.081
0.625 —0.750 | 0.176  40.014 9917 | 0.099
0.750 — 0.875 | 0.110 +0.013 0018 1 0.123
0.875 — 1.000 | 0.041  *3%%  40.006 | 0.140

S| O | W ||~

described in Appendix A. Since we know the flavors of both B mesons for these decays,
we can observe the time evolution of the neutral B-meson pair with the opposite flavor
(OF) and the same flavor (SF) that are given by

Por(At) o 1+ (1 —2w)cos(AMAL), (3.13)
Psp(At) o 1 —(1—2w)cos(AMAL). (3.14)

The time dependent OF-SF asymmetry is

OF —SF

Appe = 20 —
= = OF + SF

(1 —2w) cos(AMAR). (3.15)

We can obtain the wga, by measuring the amplitude of the OF-SF asymmetry. The
detailed estimation procedure of wgata is described in Appendix B. The summary for the
wrong tag fraction is listed in Table 3.2. The uncertainties for w; (wqag, for ¢-th r region)
are dominated by the statistics. Figure 3.8 shows the estimated dilution factor (1—2wqata)
obtained from real data as a function of the average (1 — 2w) in each r-category obtained
from the Monte Carlo simulation. As shown in the figure, the measured (1 — 2wqat,) tend
to be slightly smaller than the values based on the Monte Carlo simulation. The overall
tendency, however, agrees well and the slight difference does not introduce a systematic
error in the measurement of sin2¢; because we use measured w, values. The event
fraction assigned with r # 0 is estimated to be 99.7% for real data and the effective tag
efficiency, €., is measured to be g = (27.0 £ 0.8(stat)f8:g(syst))% that is defined as

level

et = > fo(1 = 2wy)?, (3.16)
L

where ¢ denotes the level of flavor tagging quality, and f, is the efficiency for each level,
estimated with B® — J/¢ Ky signal Monte Carlo. The estimated f; is listed in Table 3.2.
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Figure 3.8: Measured dilution rga, as a function of Monte Carlo simulated (r) from the

algorithm.

We check for a possible bias in the flavor tagging by measuring the effective tagging
efficiency for B® and B° self-tagged samples separately. We find no statistically significant

difference.

Four event candidates of B® — J/¢Kg are lost because their flavors cannot be deter-

mined. Number of remaining B° candidates is 451.

3.5 Reconstruction of Proper-Time Difference

It is a crucial issue to measure proper-time difference of B°-B° pair, At, throughout this
analysis, whereas we can neither know the generation time of B°-B° pair nor the flight
lengths of them. We can only measure the distance of two decay vertices, Az. We defined
Az as the decay vertex of B decayed into J/¢Kg (Bcp) minus one of B decayed into
unspecified decay mode (Biag):

Az = 20p — Ziag. (3.17)

Since the mass of T(45) is quite close to a sum of two BY masses, B%- B pair is produced
almost at rest in the center-of-mass system of Y (45). Therefore, in the laboratory frame,
both B° and B are given almost same momentum. In addition, they are boosted in z

direction, and the motion in the r-¢ plane is approximately negligible. Approximating
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Figure 3.9: Schematic drawing of the vertex reconstruction.

the motion of B as (87)r, the proper-time difference can be calculated as

Az
(5'7)T'

The decay vertices of Bop and By, are obtained from the kinematic fit based on the

At ~ (3.18)

least x? method with Lagrange multiplier technique [54]. The constraint for the Lagrange
multiplier is that the trajectories of charged tracks must draw helices in a magnetic field
according to their momenta and charges. A schematic drawing of the fit is shown in
Figure 3.9. Track positions and momenta are tuned according to measurement errors
so that all tracks pass a certain point. The point is regarded as the production vertex
of the tracks. The estimated error of the reconstructed vertex is propagated from the
errors of the track parameter determination, i.e. momentum and position. Therefore,
even there is large displacement of the tracks from the estimated vertex position, the
estimated error of the vertex can still be small when the track parameters are determined

well. The displacement reflects onto x? of the vertex reconstruction. The x? is defined as
=XV, (3.19)

where ) is difference of track parameters between before and after the vertex reconstruc-
tion, and Vp is error matrix of .

The decay vertex of Beop is replaced by the decay vertex of J/1 because of its negligibly
short flight length. The decay vertex of Bi,, is reconstructed using all remaining tracks
after the reconstruction of Bop — J/9Kg. We have to be aware that By,, may decay into
charmed mesons. The lifetimes of D° and D™ are 41343 fs and 105113 fs, respectively,
which are long enough to be detected by the Belle detector. Because the charmed mesons
typically have positive motion for 2z direction, the reconstructed vertex of By,, might be
shifted forward, which causes negative shift in Az and At from the true values. To make
the vertex resolution better and to make the reconstruction efficiency higher, we require
the Bop and By, decay vertices should be consistent to the nominal B decay position in
the r-¢ plane. The nominal decay position is represented by the beam interaction point

convoluted with the nominal flight length of B meson.
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In the following subsections, first we discuss the reconstruction of B decay position includ-
ing the interaction point construction. Then we describe the decay vertex reconstructions
of Bop and Byyg.

3.5.1 Reconstruction of B Decay Position

We reconstruct the Bep and B, vertices with a constraint to B decay position to
improve the reconstructed vertex resolution. In addition to that, the vertices can be
reconstructed even only single track by obtaining the crossing point of the track and
the B decay point distribution. Although the resolution of single-track vertices is much
worse than that of multiple-track vertices, the statistical errors of sin 2¢; becomes better.
The B decay position is obtained by the interaction point of e*e™ collision convoluted
with the distribution of the B decay point. In the following paragraphs, we describe
the reconstruction of interaction point, then we describe the effect of B flight length
to the kinematic vertex reconstruction. In the end of this subsection, we describe the

performance of the constraint to the B decay point.

The accelerator condition changes injection by injection of the beams, and the interaction
points also shifts injection by injection. Moreover, the positions move even during the
run. Thus, we construct the interaction points periodically through the runs, and we
update the interaction point profile every 60000-events when one run holds greater than
60000 events. The interaction points of eTe™ collisions are obtained for each event in
three-dimensional coordinates by the vertex reconstruction with all reconstructed tracks
in the event. The distributions of the interaction points are summarized injection by
injection, and then fitted to rotated three-dimensional single Gaussian. The distribution
of the reconstructed interaction point can be considered to consist of interaction point
fluctuation and the resolution of the vertex reconstruction. However, the fluctuation in y

(U;P) that is directly measured by a beam position monitor is much better than the vertex

vtx
Yy

in y (0,) can be considered o

IP
T

). Therefore, the reconstructed width of the interaction point distribution

vix
Y

=0

resolution (o

approximately. The interaction point distribution in z
2

(0lF) is recalculated as (o 2 — o, with assuming o)™ ~ 7™, Since the interaction
point distribution in z is much worse than the vertex resolution, we do not make special
treatments. Typical fluctuations of the interaction point are 100 ym in z, 5 pum in
y (accelerator information), and 3 —4 mm in z. The rotational angle approximately
corresponds to the half of the beam crossing angle, 11 mrad (Figure 3.10). Figures 3.11
show distributions of interaction points. The mean values of the position distributions

are regarded as the interaction point.

The effect of B meson lifetime is also taken into account for the kinematic vertex fit
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Figure 3.10: Beam crossing angle, £11 mrad, reflects onto the rotation of Gaussian in

11 mrad. The rotated gray ellipse represents the interaction point profile.
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Figure 3.11: Interaction point distribution in x, y, and z coordinates obtained from real
data. The mean of the distribution in x, y, and z represents the nominal interaction
point. The standard deviations of the interaction point distributions are calculated as
described in the text.
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Figure 3.12: Distribution for B meson flight length along with y direction. A fit to a

single Gaussian is also superimposed.

procedure. Since the interaction point is well determined in y direction, we evaluate the
B meson flight length in y direction obtained from Monte Carlo simulation. Figure 3.12
shows the distribution of B meson flight length along with y direction. A fit to single
Gaussian is superimposed. The r.m.s. of the distribution is 25 um and the o of the fitted
Gaussian is 17 ym. We express the “smearing” due to the B meson flight as a single
Gaussian with the standard deviation of the average of the two values, (25 + 17)/2 =
21 pm.

Az resolution is improved by the B decay point constraint from 182 pum to 148 pm for
multiple track vertices. We salvage 29% of reconstructed B° candidate that have only
single track in Bep side or By, side or in both. The Az resolution for the salvaged events
is typically 273 pum. The reconstruction of Az, i.e. zcp and z,g is described in following

subsections.

3.5.2 Vertex Reconstruction of Bgp

The vertex of Bep is reconstructed using one or two leptons from J/1 decays. We require
the tracks to have the associated hits on the SVD so that we can have accurate vertex.
At least one hit and two hits must be observed in the r-¢ and r-z planes, respectively.
The B decay point constraint is applied in the vertex reconstruction. The reduced x>
of the vertex fit must be smaller than 15 to reject poorly reconstructed vertices. Figure
3.13 shows the distribution for (z{5% — 28 p), defined as reconstructed Beop decay vertex
minus generated Bop decay vertex. Typical resolution is estimated to be ~ 85 pym, and

the vertex reconstruction efficiency is estimated to be 95%.
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Figure 3.13: Distribution for (z{5%—287%). The distribution is obtained from B® — J/¥ K
signal Monte Carlo.
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Figure 3.14: Distribution for o, obtained from BT — J/¢ K™ decay in real data within
the signal region (same definition as B® — J/¥Kg decay). The usage of charged B
events is due to the low statistics of B — J/¢ K decay, and the less significance of the

distribution in tail region. The vertical lines indicate the selection criterion.

3.5.3 Vertex Reconstruction of By,g

The reconstruction of B, is much complicated than that of Bop [55]. The major reason
is that the By,, side tracks may contain the decay product of mesons with finite lifetime
such as charmed mesons or Kg. The By,, vertex is reconstructed with all tracks in the
event except for the particles used for Bop reconstruction, although we discard some
badly reconstructed tracks or non-primary tracks to improve the zi,, resolution. The
track elimination is as follows. First, the tracks are required to have at least one hit in the
r-¢ plane and two hits in the r-z plane on the SVD as well as the vertex reconstruction
of Bop. It is also required that the track positions must be measured more accurate
than 500 pm in z direction (o,). Figure 3.14 shows the distribution of ¢,. Then the
tracks that are associated to the decay products of Kg whose invariant mass is within



wviivwpeel J. LJUCTOL LLLLUTo LT WL LeUTE

@

m
N
N
o

- ()

o
s}
IS}

N

o

S]

»

IS}

IS}
~
o

lentries/50um]
@
3

[entries/20um)

N o
° s}
S IS}

T

N o N

o o O

a
IS}

100 [

N
a

0. L T oo rcm o h h I I I L L L h
—3000 —2000 —1000 a 1000 2000 3000 PWOOO -800 -600 —400 -200 0 200 400 600 800 1000

6, (um) 8, (um)

Figure 3.15: Distributions for (a) 6, and (b) J,. The distributions are obtained from
Bt — J/¢K™* decay in real data. The vertical lines indicate the thresholds.

| Mt n- — Myy| < 15 MeV/c? are removed. Moreover, the suspicious tracks coming from

K decays are also removed by the following selection criteria:

e The track position measured from J/1¢ decay vertex in the r-¢ plane should satisfy
0 < 500 pm.

e The track position measured from .J/v¢ decay vertex in the z direction should satisfy
0. < 1800 pm.

Figures 3.15 show the distributions of 4, and §,. We also eliminate bad tracks during the
kinematic vertex fit procedure. The vertex reconstruction is iterated until the reduce >
of the vertex reconstruction becomes smaller than 20. If the reduced x? is worse than
20, we discard one track that has the least contribution to the reconstructed vertex in
terms of x? and repeat the vertex fit. In the procedure, we always keep a track that
tagged the Bi,, flavor, because such lepton is confidently originated from Bi,,. The
Bi,e vertex is reconstructed with an application of B decay point constraint as well as
zop reconstruction. When the vertex reconstruction with last remaining track with B
decay point constraint still fails (the reduced x? is worse than 20), the event is discarded.
All tracks are assumed to have pion mass approximately, which yields only negligible

discrepancy between the usage of pion mass and the usage of tagged species masses.

The efficiency loss due to the track selection on o, d., and ¢, is measured to be smaller
than 4%. Figure 3.16 shows the comparison of (z{sc — 255, ), with and without track selec-
tion. The distributions are obtained from BY — J/1 Ky signal Monte Carlo. The solid
histogram represents the case with track selection and the broken histogram represents
the without selection case. Only the tail part of the distribution effectively lost by the
track selection while keeping the main part unchanged. The r.m.s.’s for the cases with

and without selection are 153 pm and 162 pm, respectively. The overall reconstruction
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Figure 3.16: Comparison of the z{s; — 25, distributions for the cases with track selection
(solid line) and without track selection (broken line). The distributions are obtained from
B® — ¢ Ky signal Monte Carlo. The r.m.s. of the distributions improved from 162 pum

to 153 pum by the track selection.
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Figure 3.17: Distribution for (Az™¢ — A28°") obtained from B — J/¢Kg signal Monte
Carlo.

efficiency of By, is 93%.

The distribution for (Az'¢ — Az8") is shown in Figure 3.17. The Az resolution is studied
in Section 4.2.2. Figure 3.18 (a) shows the distribution for At ~ Az/(c/37) obtained from
reconstructed B® — J/1¥Kg candidates in the real data. Figure 3.18 (b) shows the At
distribution from the data separated according to the Bi,, flavor. ¢ = +1 events are
represented by the white points and ¢ = —1 events are represented by the black points,
respectively. We obtain sin 2¢; value from the asymmetry in this distribution.

In the reconstruction of proper-time difference, we lost 26 events in the vertex reconstruc-

tion of Bep. More 12 events are discarded due to the poorness of x?/n. The vertices
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Figure 3.18: (a) Distribution for At ~ Az/(c¢f7) and (b) At distribution separated with
tagged flavor. The distributions are obtained from B° — .J/1Kg events in real data.

of By,e requires the reconstructed vertex of Bop for the track rejection. After the Bep

reconstruction, we perform the vertex reconstruction of Bi,e. A number of the final B°

candidates with At measurement accompanied with the flavor information is 387.



Chapter 4

Determination of sin 2¢;

In this chapter, we discuss the determination of sin 2¢; with reconstructed proper-time
differences of 387 B® — J/1)Kg candidates. The sin2¢; value is obtained from the fit
to the probability density function of At on the obtained At distribution with unbinned-
maximum-likelihood method, which is a common technique for the parameter determi-
nation. We describe the technique in Section 4.1. The determination of the probability
density function of the At distribution is given in Section 4.2. In the section, we discuss
a event-by-event signal probability, a At resolution, and the treatment of the background
components. The result of the sin2¢; determination is presented in Section 4.3. For
the obtained sin 2¢, value, we perform an examination of systematic dependence on the
parameters for the sin 2¢; determination in Section 4.4. We also discuss the validity of

the determination procedure of sin 2¢; in Section 4.5.

4.1 Maximum-Likelihood Method

The unbinned-maximum-likelihood method [56] is effective to determine a parameter
when a number of the events is small. In addition, we can take into account event-by-
event effect to the probability density function with the unbinned-maximum-likelihood
method. Since we define the probability density function of At in event by event, as
we describe in Section 4.2, the unbinned-maximum-likelihood is also effective from this
point. This method is based on the idea that the parameters manifest themselves through
“most probable” path among several paths labeled by parameters. Let the normalized
probability density function be P(At; sin2¢;). We construct the likelihood function,
L(sin 2¢1), with P(At; sin2¢,) as

L(sin 2¢y) HP ti; sin2¢y), ln[ stgbl] Zln[ (At;; sin2¢q)|, (4.1)

where At; is an -th measurement of At, and N is a number of event, 387. The likelihood

function is the joint probability density function of getting a particular experimental

92
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result, Aty, Aty, ..., Aty, assuming P(At; sin2¢q) is the true distribution function.
The relative probabilities of sin2¢; can be displayed as a plot of L(sin2¢;) as a func-
tion of sin2¢;. The most probable sin 2¢,, sin 2¢7, is considered to make the likelihood
maximum. The spread of sin2¢; around sin2¢] is an accuracy of the determination of
sin 2¢; = sin 2¢;*. This method is called maximum-likelihood method.

In general, the likelihood function will be close to the Gaussian. Let sin 2¢; be sin2¢; =
d(sin2¢;) + sin2¢;. Under the approximation of the Gaussian shape, the likelihood
function can be expressed as

Obin2e)” [E(sianb’{)] (4.2)

202

The error of sin 2¢; is estimated to be §(sin 2¢;) that satisfies

In[ £ (6(sin 201) + sin 20}

1
In [[ﬁ(é(sin 26,) + sin 2¢*;)} ~In [E(sin 2¢*;)} -5 (4.3)
In this study, we use MINUIT routine [57] to search for the most likely sin 2¢; that makes
the likelihood maximum. The original purpose of the MINUIT is to find minimum y?

with iteration of free parameters, A, Ao, ...:

A? A2
2 1 2
= + + ... 4.4

When minimum 2 is (x?)mim, the estimated errors of the free parameters are defined as
parameter sets that gives x* = (X?)mim+1. Thus, the MINUIT searches for the parameter
sets that gives x? = (X*)mim + 1 to return the estimated errors. To utilize the MINUIT

routine for the maximum-likelihood-method, we “minimize” —2In[£(3)].

4.2 Probability Density Function

In this section, we construct the probability density function of the At distribution. The

probability density function for the proper-time difference is expressed as
P(At; sin2¢1) = fsig- Peig(At; sin2¢1) + (1 — fag) - Poke(AL), (4.5)

where fg, is a signal fraction of each event. Py, is a signal probability density function

convoluted with resolution function. Using equation (3.7), the Py, is represented as

Paig(At; sin2¢) = / d(A) R(At — AY)- foe (At sin 2¢), (4.6)
where R(z) is a resolution function. We use event-by-event wrong tag fraction for
fe£ (At;sin2¢y). The background probability density function is represented by Phg

in equation (4.5). P(At;sin2¢,) consists of many parameters related to the real data:
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Figure 4.1: Event distribution in AE in background dominated region obtained from
reconstructed B® — J/¢Kg candidates in real data. Beam constraint mass selection
of 5.200 < M,. < 5265 GeV/c? is applied. A fit to first order polynomial is also

superimposed.

sin 2¢1, 7o, AM, fsg, R, and Py, but due to the small statistics of BY — J/9¥Kg we
can determine only sin 2¢; in the maximum-likelihood-fit. For the fit, 70 and AM are
substituted by world averages. The constructions of function forms and the determina-
tions of their parameters for fg, using real data are described in Subsection 4.2.1. We
construct the Az resolution function form using the Monte Carlo simulation, which is de-
scribed in Subsection 4.2.2. The resolution function form is also utilized to parameterize
the At distribution for background events. The determination of background distribution
parameters is described in Subsection 4.2.3. After we determine the fy, and Py dis-

tribution, we determine the resolution function parameters using real data in Subsection
4.2.4.

4.2.1 Signal Probability

A signal probability of the reconstructed event is not constant over all events. For ex-
ample, we should apply rather higher signal probability for a event with reconstructed B
meson mass that has less deviation from the average value. We represent an event-by-
event signal probability, fse, with AE and My, which strongly correlates to it and which
are independent parameters of each other. The signal distribution in AFE-M,,. plane is
represented by two-dimensional single Gaussian. As for the background, beam constraint
mass of the the background events shows ARGUS background function form [58]. We
adopt this function for My, distribution. The distribution for AE in the background
dominated region (—0.1 < AE < 0.2 GeV N 5.200 < M. < 5.265 GeV/c?) shows a
linear dependency as shown in Figure 4.1. We represent background distribution in AE

by a first order polynomial. In summary, following functions are used to determine the
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Figure 4.2: Results from fitting AE (left) and M, (right) distributions. The fits are
performed on the events that passed all selection criteria. The selection 5.2694 < My, <
5.2864 GeV /c? for AFE distribution, and that of |[AE| < 40 MeV for M, distribution are
applied.

event-by-event signal probability:

Asig(AEa Mbc)

si = 5 4.7
Joe Asig(AE, Mye) + Apig(AE, M) (4.7)
Asg = a- G(AE; pap,0ar) - G(My; Pher O Mye ) (4.8)
Apkg = b-Mypc-y/ U(Mbc)-ec'”(MbC) X (14+d-AFE), (4.9)

where

(M) = 1— (é\jbm)Q (4.10)

The signal fraction parameters are determined by a fit with the unbinned-maximum-
likelihood method in the limited AE-M,,. region (—0.1 < AE < 0.2 GeV N 5.200 <
M, < 5.265 GeV/c?) or (—0.05 < AE < 0.05 GeV N 5.265 < M, < 5.290 GeV/c?).
We limit the AE-M,, range to avoid the contamination from the B — J/yK*° events.
Figures 4.2 show the distributions for AE and My, with superimposed solid lines repre-
senting the distributions of a sum of signal and background, and with the broken lines
representing the background distributions, where the lines are determined by the fit.
Table 4.1 lists the parameters for the Ay, and Ay, obtained by the fit. The background
fraction in the signal region is estimated to be 0.038 4= 0.010.

4.2.2 Resolution Function

In this subsection, we discuss the resolution function for the signal events [59]. The
resolution function is considered to consist of three components: (i) detector resolution

mainly due to tracking uncertainty for reconstructed Bop and B, vertices, (ii) smearing
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Table 4.1: Parameters for Ag, and Apy, obtained by the fit.

Fit parameters Fitted values
s, (GeV/c?) 5279.3 £0.1
o, (GeV/c?) 2.54+0.1
puar (GeV) 0.71 £ 0.57
oar (GeV) 9.78 £ 0.54
c: ARGUS param. —91+12
d: AFE slope (GeV™) —3.3 158

primary track
Btag
charmed secondary tracks
meson
true vertex h
reconstructed vertex

Figure 4.3: Schematic drawing of the smearing effect due to non-primary tracks.

on By, vertices due to non-primary tracks as shown in Figure 4.3, and (iii) smearing
due to the kinematic approximation shown in equation (3.18). The convolution of three
components yields the resolution function, R. We use B® — J/¢Kg signal Monte Carlo
to determine the function form of R.

In the following paragraphs, first we study the Az resolution without the effect of the
charmed meson lifetime. The effects of the charm lifetimes are included after understand-
ing the resolution function due to tracking. Finally, the effect of the approximation in

the At calculation is taken into account.

Detector Resolution

Figure 4.4 shows the distribution for (Aze. — AZgen) obtained from the Monte Carlo,
where Az, and Azg, denotes the reconstructed and generated Az, respectively. The
Monte Carlo events are generated with setting 7p = 0 artificially to suppress the charmed
meson lifetime, which makes positive shifts on Bi,, vertex, and thus negative shifts on
Aziee, as we described. A fit to a sum of double Gaussians, main Gaussian and tail
Gaussian, is superimposed in the figure. The fit is not a good representation of the
distribution since the vertex resolution depends on track momenta, angles and other
factors, and therefore the distribution consists of many Gaussians. We can calculate the

track error event by event using a Kalman filtering technique that takes into account
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Figure 4.4: Distribution for (Aze. — AZgen) Obtained from signal Monte Carlo. A fit to
a sum of double Gaussians is also shown.

lentries/0,16]

Figure 4.5: Distribution for (Azwec — AZgen)/0a. obtained from signal Monte Carlo. A fit
to a sum of two Gaussians is superimposed.

the resolution of each hit, multiple scattering and energy loss. Figure 4.5 shows the
distribution for (Azec — Azgen)/0a, from the Monte Carlo simulation, where oa, is
the calculated Az error from the vertex fit for each event. The distribution is well
represented by a fit to a sum of two Gaussians, shown in the figure by the overlaid solid
curve. The fit is performed with binned maximum likelihood method. The standard
deviation of the main Gaussian would be 1.0 if the error estimation were perfect, whereas
the fit result is 1.08 4+ 0.01. The difference is considered to be due to underestimation
of the tracking error. The remaining events, represented by the broader tail Gaussian,
are considered to be badly measured events, due to miss-association of the SVD hits,
incorrect SVD-hit clustering, hard scattering of tracks, poorly reconstructed vertices by
single track and so on. Therefore, we can construct a model that the detector resolution is
represented by event-by-event vertex reconstruction error scaled with a certain correction
referred as “scaling factor”. Figure 4.6 shows the oa, distributions obtained from Monte

Carlo simulation (solid line) and from real data (dotted line). As the figure implies,
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Figure 4.6: Normalized distributions for oa, = /A2, + AzZ, obtained from signal
Monte Carlo (solid line) and from real data (dotted line).

the simulated detector resolution may differ from the true detector resolution, which is
quite natural. However, since we use o, from real data in the determination of sin 2¢y,
such discrepancy can be absorbed. Based on the success of this fit, we represent the Az

resolution due to detector performance, Rqe, as a function of the vertex reconstruction

error:
Raet(Az) = (1— ftail)'G(AZ§ :U’ﬁ;in? Uﬁ;in) + fian-G(Az; MtAaizla UtAaizl)a (4‘11)
ﬁ;in = Smain*OAz, (412)
O'éfl =  Stail"OAz, (413)
On: = \/Olp + Olag, (4.14)

where sp.in and sq.; are global scaling factors for the estimated error oa, for the main and
tail Gaussian distribution, ocp and oy, are z vertex resolution analytically calculated
from error matrices of the track reconstruction for Bep and Bi,g, respectively, and fiai is

the fraction of the tail-part Gaussian. Here the Gaussian distribution is abbreviated by

1 z—p)?
e (4.15)

2o
Figure 4.7 shows the distribution for (Azee — Azgen). A superimposed curve represents
the fit to Rget distribution, where the fit is performed with unbinned-maximum-likelihood
method. The fit gives spaim = 1.140 £ 0.004, s¢ay = 3.61 +0.06, and fi.; = 0.048 £+ 0.002.
paz and 4y are fixed to zero because the detectors are not expected to generate shifts

in vertex reconstruction without canceling.

Figure 4.8 (a) shows the distribution for x*/n of the vertex reconstruction of the By,
for the signal Monte Carlo, where y?/n represents the reduced x2. A small fraction of

the events has a large x?/n. These outliers are considered to be due to badly measured
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Figure 4.7: Distribution for (Az,ec — Azgen) Obtained from the signal Monte Carlo. A fit

Az and ps3 are fixed to zero. The standard deviation
of main Gaussian is fitted to 1.140 £ 0.004, and the fitted standard deviation for the tail

Gaussian and its fraction is 3.61 + 0.06 and 0.048 + 0.002, respectively.

to Rger function is superimposed. p

Table 4.2: Fit parameters form fits to (Azee — Azgen) distribution with the resolution

function.
X2/ n region Smain Stail Jail
x?/n < 3.0 1.116 £ 0.004 | 3.49 4+ 0.07 | 0.034 + 0.002
30< x¥/n<45| 1.4540.03 | 3.29+0.22 | 0.062 £ 0.012
4.5 < x%*/n 210+£0.06 | 3.114+0.16 | 0.129 £0.019
All 1.140 £0.004 | 3.61 +0.06 | 0.048 £ 0.002

tracks, contamination of Kg daughters and so on. We evaluate the effect of those outliers
on the resolution by dividing the signal events into three samples according to x?/n. The
first region is x?/n < 3.0, the second is 3.0 < x?/n < 4.5, and the third is 4.5 < x?/n. We
fit the (Azyec — Azgen) distributions with Rge functions for these three samples as shown
in Figures 4.8 (b)—(d). Table 4.2 lists the fit results for each region. It is apparent that
the resolution degrades with larger x?/n. To take into account this effect, we redefine

o, for the event with x?/n > 3.0 as

Ga. = \[GEp+ 5k, (4.16)
ocp = \/1 + acp|(x?/n)cp — 3] - ocp, (xX*/n)cp > 3, (4.17)
6'tag - \/1 + Qtag [(X2/n)tag - 3:| : Utaga (X2/n)tag 2 37 (418)

where (x?/n)cp and (x?/n)iag are the reduced x?/n of Bop and By, vertex reconstruc-
tions, respectively. The redefinition is equivalent to the assignments of different sy.in
for Bep and Bi,g, and the introduction of the x%/n dependence to Syam. Figure 4.9 (a)

shows the (Azee — Azgen) distribution with overlaid Rge function using redefined oa,
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Figure 4.8: (a) Distribution of x?/n of the vertex constraint fit for B,g, and its of the
Raer, function to (Azyee — Azgen) distribution with (b) x?/n < 3.0, (¢) 3.0 < x?/n < 4.5,
and (d) 4.5 < x?/n, for Monte Carlo signal events.



wvivwpeelr 4. LZCLCTHTTO0TI0W LoV T U olll SU/] 14U L

Table 4.3: Parameters for Rge obtained from the fit to (Azyec — Azgen) distribution

without charmed meson lifetimes.

Fit parameters | Fitted values
Smain 1.035 £ 0.003
Stail 3.79 £0.05
Jrail 0.033 £ 0.001
Qcp 1.02£0.03
Qltag 1.64 £0.05

for all x?/n. The obtained parameters from the fits are listed in Table 4.3. Figures 4.9
(b) through (d) show the (Azyee — Azgen) distributions for the different x?/n region with
Ry function superimposed. The fit is performed once for all x?/n regions. The fit is

well representing each distribution.

Smearing Due to Non-Primary Tracks

We now take into account the effect of charm vertex in the vertex reconstruction of the
Biae decay. Since this effect is due to a physics process, we can rely on the Monte Carlo
simulation and uses the parameters for sin 2¢; determination obtained by the simulation

study. Redefinitions of 057 and 057 are given as

maln
0B =\ Smain 0%+ S + (N7 0P (4.19)
T = \/Stall 0t + st + (stn)?] Othg, (4.20)
where sNF. “and sNI corresponds to the smearing from the displacement of charm vertex.

Figure 4.10 shows the (Azec — Azgen) distribution in the Monte Carlo signal events
with proper charm lifetimes. A fit to Rge function using the new scaling factors is
superimposed. fiay is substituted by the value obtained with zero charm lifetime. The
paz and psy, are allowed to vary in the fit. Table
4.4 lists fit parameters obtained from the fit. Figure 4.11 (a) shows the distribution for

Otag Obtained from the signal Monte Carlo. Small fraction of events have a large o,g. We

mean shifts of the Gaussians in Ry,

evaluate the effect of these large o, on the resolution function by dividing the Monte
Carlo signal events into three samples according to oiag: Otag < 90 pm, 50 < oae < 80 pm,
and 80 pm < 0yae. We fit the (Azpee — Azgen) distributions with the Ry function for
those three samples as shown in Figures 4.11 (b)—(d). Fit results that are listed in Table
4.5 are also superimposed. Fit parameters are consistent with each other with statistical

error except for p2%  and psi. We observe slight dependence of the mean shifts on oy,
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Figure 4.9: (a) (Azwec — Azgen) distribution with a fit of the Ry function using the
redefined oa.. (b)—(d) (Azyec — Azgen) distributions for different x?/n regions with R
function superimposed. The fit is performed once globally for all x?/n region.
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Figure 4.10: (Azyec — Azgen) distribution in the Monte Carlo signal events with proper

charm lifetimes. A fit Rge, convoluted with R, is also superimposed.
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Table 4.4: Parameters obtained from a fit to (Azec — Azge,) distribution with Rgeq

function with proper charm lifetimes.

Fit parameters | Fitted values
NP
sNP 0.61 = 0.01
shb 2.40 +£0.15
A
pA2 (um) | —16.6 £ 0.4
pas (um) —-94.0£7.3
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Figure 4.11: (a) Distribution for o, obtained from signal Monte Carlo events. Small

fraction of events has large o,,. Fits with convoluted Rge function by Ry, to (Azpee —

AZzgen) are shown for (b) lower, (c) higher, and (d) tail regions of oyay.

Table 4.5: Parameters obtained from a fit to (Azee — Azgen) distribution for each oy,

region of lower, higher and tail part.

Fit parameters | oy, < 50 pm | 50 < 0y < 80 pm | 80 pm < O
sNP 0.53 £ 0.03 0.68 + 0.01 0.57 £ 0.01
shb 0.00 + 7.85 2.99 +0.23 2.2440.15
paz, (pm) —14.5+0.5 —17.6 £0.6 —20.7 £ 1.0
pa (pm) —44.6+102 | —111.88+£11.8 | —171.9+£18.0
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Figure 4.12: Fit to (Azyec — Azgen) With the convolution of Rge; and R,p,. The dependence

ON O, is introduced for the parameterization of R,p.

Table 4.6: Parameters obtained from a fit to (Azec — Azgen) distribution for each oyag

region of lower, higher and tail part.

Fit parameters | Fitted Values
shP 0.59 £0.01
shb 2.16 +0.10
(2o (pm) —10.9+0.6
pl o —0.097 £+ 0.009
Piait () —6+12
Py —1.42£0.17
and introduce o, dependent p5%, and psy as
Finain = Finain  Honain O tags (4.21)
Bl = Hiwit T Hiail Otag: (4.22)

A fit to the (Azee — Azgen) distributions is made to obtain these parameters. Figure
4.12 shows the fit. Table 4.6 lists the parameters obtained by the fit. During the fit
parameters listed in Table 4.3 are fixed to the value in the table.

Smearing Due to Kinematic Approximation

Finally, we combine the error in Az measurement, oa., and the error due to kinematic
approximation in the proper-time calculation, o. As well as the charm meson effect on
Biae decay vertex, this smearing is also due to the physics process of two-body decay of
T(45). We also utilize the result from the Monte Carlo simulation. We represent the
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function superimposed in Figure 4.12 is also shown.

proper-time resolution using following functions:

At

— Atgen). The fit to Ry function convoluted with the

R(z) (1 = fian)-G(z; Nﬁ;im Omain) T frait- G (25 MtAa?la UtAafl)a (4.23)
O.Az 2
At main in\2
ot Tmain_ |y (main)? 4.24
] o 2
O.Az 2
At tail tail )2
, _ 4.25
Otail |:C(ﬁﬁ)/)'rj| + (ak ) ) ( )
Az
At :umain
lumain ) 426
(3)e (4:26)
A Hia (4.27)
Hail 0(57)“{ . .

We obtain o{"®" = 0.287+0.004 ps and o{*! = 0.32+0.19 ps by a fit to the (At,ec — Atgen)
distribution with this resolution function as shown in Figure 4.13. All other parameters
are fixed in the fit as they are determined independently by the Az distribution studies.

Summary

Three components of the resolution function are considered: the detector resolution, the
smearing due to non-primary tracks, and the smearing due to the kinematic approxima-
tion. Second and third components are almost totally constructed by the Monte Carlo
simulation, since they are originated by physics processes. Smearing effect on By,, vertex
due to non-primary tracks is represented by a single Gaussian, while shifting the mean
of the detector resolution apart from zero. The mean shifts depend on the reconstruc-
tion error of By, vertex. The kinematic approximation is also represented by a single
Gaussian. On the other hand, the function form of the detector resolution, which is most
dominating part among three components, is constructed by the Monte Carlo simulation.

We utilize the fact that the detector resolution including the tail part can be represented
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by a superimposition of event-by-event vertex uncertainty (ocp and o) scaled with
a correction factors. Thus, the detector resolution is intrinsically derived from the real
data. Moreover, we also determine the correction factors from real data, which is de-
scribed in Subsection 4.2.4. We found small fraction of events belongs to large x? tail of
the vertex reconstruction and they have poorer resolution than ocp or o, estimation.
We introduce a correction to broaden the uncertainty of those events. These correction
is estimated by the Monte Carlo simulation, while chi? quantities are also obtained by

the event-by-event vertex reconstruction.

4.2.3 Background Shape

As for the “At” distribution for a fraction of the backgrounds, we consider they consist
of two components. An event with Bop reconstructed with the contaminating decay
products from Bi,, tends to be narrower At, because Bep vertex is shifted toward the
Bt vertex by the contaminating tracks. We call such background “prompt” background.
Other background components, whose vertices of Bop and By, are reconstructed cor-
rectly, tends to show lifetime distribution, and we name this “lifetime” background. Such
backgrounds can be considered to come from a certain B decay (mainly from B — J/1¥.X)
one of which decay component is missed and incorrectly identified as B — J/1¢ Kg candi-

dates. We convolute those two components with a “resolution function” !

assuming it as
a sum of two Gaussians determined by event-by-event error similarly to signal resolution

function. The probability density function for the background fraction is defined as

1— o0 . /
Poe = f5-Ring " (A1) + % / dAY REE (A — At) - o™X, (4.28)
Rikg(®) = (1= fouif) G(&; timem ™, T ®) + it -G pii ™%, o), (4.29)

¢ | : ¢ ife
where Ry represents RO™ and Rij,. The difference of Rp™ and Riy, is the

At,bkg At,bkg o prompt life
parameters for fi.; and g, . The standard deviations of Ry, and Ry, are
defined commonly as
At,bkg bkg ~
O main = Smain " Az, (430)
At,bkg bkg ~
T tail = Stail " Az (4.31)

where G4, is defined as equation (4.16). The background shape is determined in the side-
band region of AFE-Mj,. plane with unbinned-maximum-likelihood method. The region

is selected far from the signal region to eliminate the signal contamination (Figure 4.15

Tt is not a real resolution function in an exact sense, because we cannot define “true At” for back-

ground events.



wvivwpeelr 4. LZCLCTHTTO0TI0W LoV T U olll SU/] 41U

At for background (ps)

Figure 4.14: Distribution of background shapes in the sideband region (histogram) and

in the signal region (crosses). Both distributions are obtained from bb Monte Carlo data.

(a)):

0.12 < AE <0.20 GeV N 5.20 < M, < 5.30 GeV/c?
U —0.12 < AFE <0.12 GeV N 5.20 < My, < 5.24 GeV/c?
U =020 <AE < —0.12 GeV N 5.20 < My, < 5.26 GeV/c*.

We checked consistency between the background shape in the sideband region and that
in the signal region using bb Monte Carlo samples. Figure 4.14 shows the distribution of
background shapes in the sideband region (histogram) and in the signal region (crosses).
Figure 4.15 shows the distribution of background shape with superimposed fitted curve.
The fitted parameters are listed in Table 4.7. Because of low statistics of B® — J/¥Kg
events, we perform fit combining B® — J/¢Kg and BT — J/¢¥K* modes. In this fit,

the fraction of long lifetime component is measured to be consistent to zero, and we set

Jo=1

4.2.4 Determination of Resolution Function Parameters with
Real Data

We have modeled the resolution function form in Subsection 4.2.2. In this subsection,
with the real data, we determine the parameters for R that is modeled by the Monte

Carlo simulation. First, we determine the (Smain)yc by @ scaling factor Sgata:

(Smain)data = Sdata * (Smain)MC‘ (432)

We replace all (Smain)ye in the resolution function parameterization by (Smain)qaga- W€
determine the squ, by the lifetime measurement with D° — K+7~ using both Monte

Carlo sample and the real data. In the reconstruction of the D lifetime, we can determine
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Figure 4.15: (a) AFE-M,. scattered plot for the combination of B® — J/¢Kg and
Bt — J/¢K™* events. The white area is used to determine the background shape distri-
bution. (b) The distribution for At in the white area shown in (a). The fitted curve is

superimposed.

Table 4.7: Parameters for background shape obtained from the fit as shown in Figure

4.15.

Fit parameters

Fitted values

Smin
Stait
bkg
tail
Js
A (ps)
uﬁ;’ﬁ’lkg for prompt (pm)
,uééibkg for prompt (pm)
Mﬁ;‘;“g for lifetime (pm)
(#m)

At,bk

P & for lifetime (pm

1.08 + 0.06
33403
0.14 4 0.04
1.00 (fixed)
—5.94+4.5
—16+ 34
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Table 4.8: Parameters obtained from the fit of real data.

Fit parameters | Fitted values
Stail 3.50 £0.89

Jrain 0.027 £ 0.018

i (pm) —21.4+3.7
Peaig (#0) 151 & 128

the resolution function parameters such as Spain [60]. Taking the ratio of sy, for the

real data to the Monte Carlo simulation, we determined

(Smain) b0 gota _ 334 1 0,014, (4.33)

Sd =
e (Smain)DO MC

After the determination of s4a:., we perform fit on the real data of hadronic event samples,
JIWKg, JJWK*(K*r™), D™n~, D**x~, D**p~, J/¢ K", and D°r", floating B meson
lifetimes, Siai1, and fian. Together with those parameters, we treat ,u?nain and u?aﬂ as free
parameters in the fit to estimate the alignment discrepancy between the real data and
the Monte Carlo samples. In the fit, we obtain the lifetimes as 750 = 1.58 £+ 0.04 ps and
T+ = 1.72 £ 0.03 ps. The determined resolution parameters as listed in 4.8. We use
above values for the sin 2¢; determination instead of values obtained in Section 4.2.2. To

summarize, parameters for the resolution function are:

) 2 2
from the read data: oCP; Orag, (X°/1)ors (X*/N)tag
0 0
Sdata; Stail, ftaila Hmains and Htail-
: S NP NP 1 1
from the Monte Carlo simulation: (Smain)ycr ACPs Qtagy Smains Stail> Mmain> Hmains

oimain and otail

Figure 4.16 shows average shape of the resolution function for the J/¢Kg sample in real
data. The solid curve represents a sum of the main resolution and the tail resolution,
and broken curve represents the tail resolution solely. The typical resolution (r.m.s.) and
mean shift are measured to be 1.46 ps and —0.19 ps, respectively. The main part of the
Gaussian is fitted to be 0.77 ps, which corresponds to the Az resolution of 98 pm.

4.3 Fit Results

The fit to the reconstructed At distribution is performed with maximum likelihood fit
method using the probability density function described above. The following B lifetime

is assumed:

7o = 1.548 4 0.032 ps,
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103

- - 7F5\’eso\ut(i)on (ps)5 N °
Figure 4.16: Resolution function shape obtained by the J/1¢Kg data sample. Solid line
represents a superimposition of a sum two Gaussians and the dotted line represents that
of tail Gaussian. The typical resolution (r.m.s.) and mean shift are measured to be

1.46 ps and —0.19 ps, respectively.

which is quoted from the world average [49]. The parameter for B%-B° mixing is also

quoted from world average;
AM =0.472 £0.017 ps~ L.

The central value of each parameter is used. The sin 2¢; value determined from produced
31.3 x 10° BB event is

sin2¢; = 0.81 £ 0.20(stat).

Figure 4.17 shows the At distributions together with the fit curves. The distributions
for ¢ = +1 and ¢ = —1 are separately shown in the figure with white and black points,
respectively. The combined distribution of ¢ = 41 for At and the background distribution
are shown in Figure 4.18. The background contamination for the At distribution is shown
to be quite small. Figure 4.19 shows the distribution for —2In(L/L.x) as a function of
sin 2¢,. The distribution shows the parabolic shape, and thus the Gaussian assumption

for the estimation of the statistical error stands.

4.4 Systematic Uncertainties

We estimate the systematic uncertainties by varying various parameters for the B° recon-
struction or the fit procedure. The systematic uncertainties from the sources examined
in this section are summarized in Table 4.9. A total systematic uncertainty is calculated
by a sum of them in quadrature. The total uncertainty is estimated to be 4+0.04, which

is one fifth of the statistical uncertainty.
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Figure 4.17: At distributions for the events with ¢ = +1 (white points) and ¢ = —1
(black points). The results of global fit (with sin2¢; = 0.81) are shown as solid and

dotted curves, respectively.
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Figure 4.18: Sum of the At distributions for ¢ = +1 with fit curve. The broken line

represent the distribution for background event.
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Figure 4.19: Values of —21n(L/Lyax) versus sin 2¢;.
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e B decay position dependence

The interaction point distribution obtained from BB event samples differs by 10 ym
from Bhabha events. We take into account the uncertainty of sin2¢; due to this
discrepancy, which is measured to be quite small. The interaction point profile
includes the effect of the B meson flight length in the r-¢ plane. We approximate
this effect by convolution of Gaussian but it does not well reproduce the distribution
since it is actually an exponential function. We also estimate the uncertainty due to
the approximation by varying the standard deviation of the B meson flight length
by £10 pum from the nominal value of 21 pm.

o |At] tail
We changed the track selection criteria to estimate the systematic trend of sin 2¢,
on the evaluation of relative poorly reconstructed At. Each track selection criteria,
|02] < 1.8 mm, |oz| < 500 pm, and |[0r| < 500 wm, has been varied by 10% to
estimate the systematic error associated with the modeling of the badly measured

events.

The criteria for the reconstructed vertices with the x?/n for Bep, is varied from 3
to 27, and repeated the fit to estimate the validity of representation for the At tail
part.

Another check of the At-tail effect is performed by varying the |At| region used for
the sin2¢; determination. We use the region of |At| < 15 ps in the fit. The fit
region is varied by —10 ps, i.e., |At| <5 ps.

e Fit bias and Monte Carlo statistics
A possible bias is studied using Monte Carlo samples that are generated by fully
simulating the detector response. The difference between the input value of sin 2¢,
for the signal Monte Carlo and the sin 2¢; value obtained from the fit may indicate
the bias on sin 2¢; measurement. The resolution function parameters and wrong
tag fractions are substituted by the appropriate values for the Monte Carlo sample.
We obtain sin 2¢; = 0.495 4 0.012, while the input value is sin 2¢; = 0.500. The fit
result is well consistent with the input value. We quote the statistical error of the

fit as systematic error for possible bias in the fit procedure.

e Dependence on physics parameters
The dependence on the B lifetime, and the B°-B° mixing parameter are evaluated
by varying the parameters by +1o of world average [49]. The dependence on the BY
lifetime is estimated to be quite small, and the uncertainty of the mixing parameter,
AM, dominates the uncertainty due to the physics parameters, although it is still

small compared with other systematic sources.
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e Resolution function
The sin2¢; dependence on the resolution function is tested. The parameters ob-
tained from Monte Carlo simulation are varied by 4+20, and those from real data
are varied by +10. The dependences on these parameters are negligible except for
ftail, which dominates the systematic uncertainties due to resolution function. The
frann 1s determined from the fit to the real data, as described in Section 4.2.4, and
the statistical error of fi,y is large, which causes large systematic uncertainty due
to fiail- The effect of mean shift of resolution function directly changes the number
of events in At < 0 region and At > 0 region. The parameters of p.. and p? 4
are determined from the real data. However, the systematic dependences on p2 .
and pl ., are relatively small, < 7 x 1072, and the dependences on p} .. and pl,,

are much smaller than them, <5 x 1074

e Wrong tag fraction
Each wrong tag fraction in the six r regions is varied by +1o and the fits are
repeated. The total uncertainty is estimated to be 40.024, which is the largest
components among all the sources. This is due to large statistical errors in the

determination of the wrong tag fractions.

e Signal probability
The event-by-event signal fraction is determined from the fit to the A E-M,,. distri-
bution in the data. The systematic error associated to the fit is estimated by varying
the parameters determining signal fractions by +10. The difference is measured to

be quite small.

e Background fraction
The systematic dependence of the background fraction is tested by varying AFE-
M, signal region from 20 MeV to 60 MeV for AE (nominal value is 40 MeV) and
from 7 MeV/c? to 13 MeV/c? for My, (nominal value is 10 MeV/c?) and fits are

repeated. Small systematic trend on the AE or My, range is observed.

e Background shape
The systematic error associated to the determination of the background shape is
estimated by varying the parameters by +10. Because B meson reconstruction via
BY — J/¢¥Kg mode is quite cleanly performed with few background fraction, the

systematic difference is almost negligible.

4.5 Validity Examinations

In the following subsections, we discuss the validity of the fit procedure of sin 2¢; and its

error. First, we test the fit procedure using a parameterized toy Monte Carlo simulation
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Table 4.9: Summary of systematic uncertainties for sin2¢; measurement with B° —

J/1Kg decay. The errors are combined in quadrature.

Uncertainties
B decay position —0.001 | +0.010
|At| tail —0.021 | +0.012
Monte Carlo statistics | —0.012 | +0.012
Physics parameters —0.008 | +0.003
Wrong flavor tagging | —0.024 | +0.024
Resolution function —0.014 | +0.016
Signal probability —0.004 | +0.006
Background fraction —0.005 | 4+0.006
Background shape —0.001 | +0.001
Total —0.038 | +0.036

in Sections 4.5.1 and 4.5.2. Then, we compare the observed uncertainty of sin2¢; and
the expected statistical uncertainty from analytical computation in Section 4.5.3. The
data samples from C'P mixed final states are also analyzed to check possible bias in
the determination of sin2¢; value in Section 4.5.4. In Section 4.5.5, we evaluate the
correlation of the sin2¢; value with the flavor tag. We also check correlations of the

sin 2¢; value and AM or |Aj/yks| in the end of this section.

4.5.1 Ensemble Test

To check the fit procedure, we use parameterized Monte Carlo samples, which is gen-
erated according to the probability density function, P(At; sin2¢,), as we established
in Subsection 4.2. The input variables for the probability density function such as o¢p,
(X?/n)cP, Otag, and (x?/n)iag are also generated according to the corresponding distribu-
tions observed in the real data. We generate 1000 sets of Monte Carlo samples, each of
which contains 387 BY — J/1)Kg events. The input value of sin 2¢; is 0.81. Figure 4.20
(a) shows the sin 2¢; distributions determined by the fits. The mean value of the distri-
bution is 0.81, which is consistent to the input sin2¢;. The standard deviation of the
distribution is 0.19, which is also consistent with the uncertainty obtained from the data.
Figure 4.20 (b) shows the distribution for (sin 2¢;(fit) —sin 2¢; (input))/(error of fit). The
standard deviation of the distribution is 1.00. The result indicates that our fit correctly
estimates the errors of sin 2¢;. Figures 4.20 (c) and (d) show the distribution of negative
and positive errors estimated by the fits, respectively. The vertical line indicates the
error estimated by the fit using the real data. The estimated error also resides within the

Monte Carlo prediction.
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Figure 4.20: Results of toy Monte Carlo simulation. Each plot shows the distribution for
(a) sin 2¢; values obtained from the fits, (b) (sin2¢;(fit) — sin 2¢, (input))/(error of fit),
(c) the negative error, and (d) positive error for sin 2¢;.
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Figure 4.21: Result of linearity test. Horizontal axis represents the input of sin 2¢; value
and vertical axis represents the sin2¢; value obtained from the fits. The broken line

shows a fit to a linear function.

4.5.2 Linearity Test

Another test using a parameterized Monte Carlo simulation is made to check a linearity
of sin2¢; determined by the fit with respect to the true sin2¢;. We generate 1000
experiments containing 387 events for every input value of sin 2¢,. Figure 4.21 shows the
obtained sin 2¢; value as a function of the input sin 2¢, value. The points represent the
mean of the obtained sin 2¢; values. The dotted line in the figure represents a fit to a

function:
sin 2¢ (fit) = a + b x sin 2¢; (input).

The fit yields a = —0.00240.004 and b = 0.997 +0.006, which indicates a good linearity.

4.5.3 Expected Statistical Uncertainty

The statistical error of sin2¢; (0sin24,) can be analytically computed using a number of
events (N), a “dilution” factor® (d), and the wrong tag fraction (w) as

9 1

. ~— N >1). 4.34
as1n2¢1 d2(1 _ 2w)2N7 ( > ) ( )

2The definition of the “dilution” factor is complicated. When d is large, the significance of sin 2¢; is
enhanced.
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Figure 4.22: Dilution factor as a function of sin 2¢; for the nominal resolution function

shown in Figure 4.16. The wrong tag fraction of 0.240 is used.

We can ignore the background contribution to the dilution factor because it is negligi-
bly small. Approximating the event-by-event resolution function as a global resolution

function shown in Figure 4.16, it is obtained from following equation [61]:

2 _ > 1 0 Pag(At) 2
"o /—oo A0 Paig(At) |0 ((1 —2w)-sin2¢;)] (4.35)

Figure 4.22 shows the dilution factor as a function of sin2¢,. For this plot we use the
average wrong tag fraction of w = 0.240, which is obtained from e.g = 27.0%. The error
is calculated to be 0.21 by equation (4.34), which is consistent with the statistical error
obtained from the fit to the real data.

4.5.4 Tests Using Non-C' P Samples

We extract “sin2¢,” value from the flavor-specific decay final states in the real data to
verify the procedures for the flavor tag algorithm the proper-time difference reconstruc-
tion, the resolution function, and the fit procedures. Since the flavor specific decay modes
are not expected to give C'P violation in this analysis, the “sin 2¢,” values should be zero.
B — J/WK*(K*n~), B® - D"n~, B® - D**7~, B" — D*"p~, and B® — D* (*y,
samples are used for this analysis. The selection of “control” samples are described in
Appendix A. The fit results are listed in Table 4.10 with statistical errors only. Combining
all the modes, we obtain “sin2¢;” = 0.05 4 0.04. The measurements are consistent with
zero within the statistical errors. The result indicates no significant bias in the procedure
to determine the sin 2¢; value.

We can make similar test using the J/1¢ K g sample by assuming all By,, mesons as B° (or
B°) mesons. The “sin2¢,” is obtained to be —0.147035, which also show no significant

bias.



wvivwpeelr 4. LZCLCTHTTO0TI0W LoV T U olll SU/] 410

Table 4.10: “sin 2¢,” values from non-C'P samples.

JIYK*O(KTr) DX D*(ty,
# of events 816 5560 10232
“sin 2¢,” 0.01+0.14 0.1240.06 | 0.01 £0.05

Table 4.11: r dependence of the sin 2¢; values. Only statistical errors are shown.
0<r<05]05<r<0.7 07 <r<0875 0875 <r<1

# of events 213 75 42 o7
sin 26 0.41+088 0.30+040 1.4310:3 0.911922

4.5.5 Tests Associated with Flavor Identification

The flavor dependence of sin 2¢; determination is also tested. When the At asymmetry of
the resolution function is incorrectly modeled, the effect will show up in the discrepancy
of the sin 2¢, values between ¢ = +1 events and ¢ = —1 events. The results are sin 2¢; =
0.70703] for By = B events, and sin2¢; = 0.967073 for B, = B° events. They are
consistent with each other indicating no significant discrepancy of the asymmetry in the
At reconstruction. We also repeat sin2¢; determination for different r regions. The
results are listed in Table 4.11. The sin 2¢; value for smaller r region is determined with
larger statistical errors due to small information about the flavor determination. We find

no systematic variation in the fit results.

4.5.6 Fit with AM

We performed a fit while treating sin2¢; and AM as free parameters. The result is

consistent with that obtained fixing AM within statistical errors:

sin2¢; = 0.81 7055 (stat),
AM = (0.43 100 (stat)) ps™*

Figure 4.23 shows the contour plot for AM and sin 2¢;.
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Figure 4.23: Contour plot for AM versus sin 2¢;. The curve represents the border of 1o
from the best fitted position.
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Figure 4.24: Contour plot for |Aj/yis| versus Zm(Ajyks). The curve represents the
border of 1o from the best fitted position.
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4.5.7 Fit without |A;/yks| = 1 Assumption

The the probability density function without the assumption of |Aj/yxs| = 1 is derived
from equations (1.69) and (1.70) as

[At]

. 1 e_ﬁj 1+ ‘)\J/wK ’2
At; sin2 =
fee (B sin261) = A S 2
1—|A 2
+ q¢-Im(Njjpis)-sin(AMAL) — q-%-COS(AMAt) :
(4.36)

The normalization factor is calculated so that a sum of probability density functions for
B and B° be unity. We perform a fit with |X\j/yxs] and Zm(Ajprs) treated as free
parameters on the At distribution of B® — J/¢Kg events. The fit yields

Ajjors] = 1.09 % 0.14(stat),
Im(AJ/¢KS) = 0.80+ 0.19(stat).

Figure 4.24 shows the contour plot for |\ k.| and Zm(A k).



Chapter 5
Discussions

So far we have described the observation of the C'P violation and the measurement of

sin 2¢,. In this section, we discuss the significance of our measurement.

The obtained sin 2¢; is
sin2¢; = 0.81 £ 0.20 (stat) 4 0.04 (syst).

The C'P conservation, i.e. sin2¢; = 0, is ruled out at 40 level. To obtain the confidence
intervals of sin 2¢; we use the Feldman-Cousins method [62][63] since the obtained value
is close to the physical boundary. Feldman-Cousins method correctly incorporates the
effect of the physical boundary as described in Appendix D. We determine confidence
intervals as 0.60 < sin2¢; < 1.00 and 0.40 < sin2¢; < 1.00 at the confidence levels of
68% and 95%, respectively. Figure 5.1 shows the Feldman-Cousins confidence intervals
for ¢, in the p-n plane (p is horizontal). Broken two lines indicate the obtained value
of sin2¢; i.e. 0.81. The lightly and heavily hatched area represent the 68% and 95%
confidence intervals, respectively. A recent theoretical constraint, sin2¢; = 0.70 £ 0.07,
is also superimposed. The experimental result and the theoretical constraint cover each
other. The measured value of sin2¢; is consistent with the Standard Model constraint.
However, the statistical error is not small enough to be conclusive. For the verification

of the Standard Model through KM-mechanism, more data are necessary.

We perform the measurement of the C'P violation by combining following fully recon-
structed B decays with B — J/¥Ks:

o JIYKs, Kg— n'n0,

e Y(25)Kg, (25)— (10,

o Y(25)Ks, (25) — J/ymtnT,
* XaKs, X — I/,
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Figure 5.1: Obtained sin 2¢, (broken two lines) and Feldman-Cousins confidence intervals
(light hatch for 68% and heavy hatch for 95% confidence levels, respectively). Theoret-
ical constraint of sin2¢; = 0.70 £ 0.07 is also superimposed. The diagonal dotted line

represents the boundary of sin 2¢; = 1.

ncK5’7 Ne — KSKiﬂ—:F)

ncKS: Ne — K+K—7TO:

J/@DK*O, K*O — KS7T0’

e

All CP eigenvalues of above decay modes are —1 except for J/¢ Ky and the J/¢K*.
The C'P eigenvalue of the B® — J/¢ K| is +1. The final state of J/¢K* is a mixture
of the C'P even and the CP odd states, where the fraction of CP = —1 is 0.19 +
0.04 (stat) +0.04 (syst) [64]. We reconstruct 1137 BY candidates from those decay modes
including J/¥Kg in 29.1 fb~! data. We perform unbinned-maximum-likelihood fit on the
At distribution and determine sin2¢; = 0.99 £ 0.14(stat) £ 0.06(syst). The probability
to observe sin 2¢; > 0.99 if C'P is conserved actually, is negligibly small. Using Feldman-
Cousins method, we determine the confidence intervals as 0.85 < sin2¢; < 1.00 and
0.70 < sin 2¢; < 1.00, at the 68% and 95% confidence levels, respectively.

To test the internal consistency, we perform sin 2¢; extraction from sub data samples.
We obtained sin2¢; = 1.00 £ 0.40(stat) &+ 0.08(syst) with CP = —1 modes except for
B® — J/YKg, sin2¢; = 1.31 =013 (stat) £ 0.12(syst) with B — J/¢ K, and sin 2¢; =
0.97 £7745 (stat) +0.19(syst) with B® — J/9K*°. The x? of the fit is 2.3 for two degrees
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Figure 5.2: Expected statistical error of sin 2¢; as a function of integrated luminosity for

sin 2¢; = 0.80. The broken vertical line indicates the integrated luminosity of 29.1 fb™*.

of freedom, which indicates a good internal consistency.

To evaluate the validity of the KM-model, we still need more data, since the statistical
error is the dominant contribution to the sin 2¢; uncertainty. By the end of 2002, we
will accumulate ~ 100 fb™' data sample. The statistical error is expected to be reduced
from 0.2 to 0.1. Figure 5.2 shows the expected statistical error of sin 2¢; as a function
of integrated luminosity for sin2¢; = 0.8. The largest contribution to the systematic
uncertainty is the uncertainties of the wrong tag fractions. The uncertainties in the
fractions is mainly due to the statistical limit. The increase of the data will reduce the
systematic error associated to this source. Another significant source of the systematic
uncertainty is the understanding of the tail part of the resolution function. Although they
are still small with respect to the statistical error at the integrated luminosity of 29.1 fb™*,
the improvement of systematic uncertainties toward the enormous integrated luminosity
must be inevitable. The major reason for this source is that the resolutions for badly
reconstructed vertices are not described very properly. Examination of the contributing
events for the tail components of the resolution function will provide elaborated result.
Better description of the resolution function is in progress in the B meson lifetime analysis,

where much larger statistics is available.



Chapter 6
Conclusions

We have collected 31.3 million BB pairs at the KEK B-factory. We have reconstructed
387 B® — J/1Kg candidates associated with the flavor information and the proper-
time difference of the two B decays. We perform unbinned-maximum-likelihood fit on
the proper-time difference distributions and obtain the C'P violation parameter in the
Standard Model as

sin 2¢; = 0.81 £ 0.20(stat) £ 0.04(syst).

CP invariance is ruled out at 4o level. We also study the C'P violation with combining
other charmonium+K?° decay modes with B — J/19Kg. We determine

sin 2¢; = 0.99 £ 0.14(stat) £ 0.06(syst).

The probability to obtain sin 2¢; > 0.99 when the true value of sin 2¢; is zero is negligibly
small. These results are the first definitive observation of the C'P violation in the B meson
system. Although the results are consistent to the theoretical prediction, we need more
statistics to conclude whether the C'P violation resides within or beyond the Standard
Model. The measurement of the C'P violation stimulate the further efforts for the precise

sin 2¢; determination of the unitarity triangles.
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Appendix A

Reconstruction of Other Modes than
B — J/v9Kg Mode

In this chapter, we give brief description of the reconstruction of following decay modes:
o B JJpKO (K ),
e B — Dtn—,
o B — D*trp—,
o B — D*tp~,
o BY — D* (ty,,
for neutral B decays, and
o« Bf = JJKT,
o Bt — DOxt,

for charged B decays. These decay modes are used to reconstruct BY or B* for the
estimation of wrong flavor identification probability, for the tests on control sample. We
discuss the lifetime analysis in Appendix E in terms of the improvement of the resolution

function using hadronic modes among the decay modes listed above.

We name reconstruction side B meson as B, instead of Bop and the associated side B

meson as By instead of By,s, because the decay final state of B, is not C'P eigenstate.

A.1 Light Meson Reconstruction

Decay modes of several light mesons used to reconstruct the listed B decays are sum-

marized in Table A.1. Invariant mass ranges used to select them are also shown. A
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Table A.1: Decay modes and invariant mass ranges used to select the light mesons.

Decay mode | Invariant mass range (MeV /c?)
0 — vy 124 < M, < 146
p~ — w0 | My ro — M,-| < 150
K* — K7t | My p+ — Mpso| < 150

mass constraint fit is performed to improve the 7% momentum resolution. A minimum

O candidates. K*Y reconstruction is performed

momentum of 200 MeV is required for
with oppositely charged two tracks, where track should be positively tagged as kaon with

as P(K) > 0.4, and one track should be negated to be kaon.

A.2 Charmed Meson Reconstruction

Three D® decay modes, D' — K—7t, D' — K—7nt7% D’ — K-ntntn~, are used to
reconstruct the DY meson, and DT — K-t decay is used to reconstruct the DT
meson. At least two tracks are required to satisfy the SVD hit association criterion for
B’ — D*r~, B — D**7—, B — D**p~ and B~ — D°r~ (B — D7) analysis.

D** candidates are formed by combining D° candidates with soft 7. The kinematic
selection of D** is made on the mass difference: AMp-+ = Mpor+ — Mpo. The AMp-+
resolution is greatly improved by re-fitting the soft 7 track with a constraint that it
originates from the DY production point (or B® decay point). Figures A.1 show AM
distribution for D** candidates.

The points with error bar indicate data points while the solid curve indicates the fit
result. Signal is represented by a sum of two Gaussians while background is represented
by a phase-space function; a(AMp. — xg)? - e *(AMp=—20),

The background function is indicated by the dotted curve in the figure. The typical
standard deviation for main Gaussians are approximately 0.35 MeV/c? for AMp.+.

We apply AMp++ and invariant mass range selections for the charmed meson reconstruc-
tion. The ranges depend on the decay modes, where each parameter is listed in Table
A.2.

A.3 B Meson Reconstruction

In this section, we describe the reconstructions of B mesons with hadronic decay final

states and semileptonic decay final state.
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Table A.2: Selection criteria for B — DX modes. “—" means no applicant of the

selection for the decay mode.

B decay mode D decay mode | My e — Mp| AMp-« Rs cos O,
B — D= nt Dt — K—ntnt < 2.50 — < 0.5 | <0.995
D — K—rt < 100 <5 MeV/c? — —
BY — D* ¢t D — K—ntrx0 < 3.bo <3 MeV/c2 — < 0.98
D’ — K-ntrtn™ <do <4 MeV/? | <0.6 —
D’ — K7t <To <4 MeV/c2 <0.6 | <095
B° — D*p* D — K—ntr0 < 3.bo <12 N[eV/C2 < 0.7 | <0.98
DY — K rntrta~ < 3.50 < 3 MeV/c? — < 0.92
DY — K—n* < 4o —
Bt — DOr* DY — K—ntrn® < 30 — < 0.45 —
DY — K rnhrrtm < 20 < 0.45

A.3.1 Hadronic B Decay Reconstruction

For the elimination of ete™ — ¢g background, the selection criteria on the Ry and cosine
of thrust angle (cos 6y, ) are applied for B — DX events. The selection criteria are listed
in Table A.2. As for J/v inclusive modes, most reconstruction procedure are same as
BY — J/YKg. In B® — J/WwK* events, we reconstruct J/1v by requiring two positively
identified leptons, and the invariant mass ranges within 2.50 < M.+~ < 3.15 GeV/c?
and within 3.05 < M,+,- < 3.15 GeV/c?. The remaining difference is the species of the
strange mesons for the reconstruction, K or K*Y instead of Kg.

The B mesons reconstructed with all hadronic event in the list are finally selected by
requiring AF and My, ranges. For B — Dm modes and BT — J/¢ K™, the ranges are
5.27 < My < 5.29 GeV/c? and |AE| < 40 MeV, and for B® — J/¢K*"| the ranges are
5.27 < My < 5.29 GeV/c? and |AE| < 30 MeV. Figures A.2 show the M, distributions
for B — DX decays. The background contributions are estimated by fitting M. and
AF distributions in the same way as B — J/¢)Kg mode.

The decay vertices of By is substituted by that of J/v for J/v inclusive modes as we do
in B® — J/1¥Kg decay. In the B — DX modes, D° or D" decay vertex is reconstructed
first, and then B decay vertex is determined using reconstructed “pseudo D track” and
the primary track originated from B meson. The nominal B decay point constraint is
applied during the vertex reconstruction for both modes. The B, decay vertices are

reconstructed in exactly same way as Bi,, vertex reconstruction.
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A.3.2 Semileptonic B Decay Reconstruction

The D*F candidates reconstructed in Section A.2 are combined with e* or u* candidates
that has opposite charge to D*T. Lepton candidate should have the cms momentum
between 1.4 GeV/c and 2.4 GeV/c. The semileptonic decay is not fully reconstructed
due to neutrinos. We make two-dimensional scatter distribution for a missing mass-
squared and a product of B and D* 4+ ¢ momenta, where the missing mass-squared
is defined as M2 = (Ep — Ep«)* — |ps|* — |ppe
product is defined as C' = 2pp - pp+y. Drawing a triangle in the scatter plot, we select

2 in the cms, and the momenta

the B° candidate decaying into semileptonic mode from the inner area of the triangle.
The triangle is enclosed by three lines; C' = (1.5/1.65)M2, ., C = (1.2/1.3)M?2,., and
C = (0.3/2.95)(M2,.+1.65)41.5, where the units are in GeV* and (GeV /c)?. The signal
fraction among them are estimated to be 79.4%, and the fraction of each background
component is estimated to be 10.4% for fake D*, 4.1% for wrong combination of D*¥ and
(%, 2.1% for continuum events, and 4.0% for B* decays. The decay vertex reconstruction
of Biec is done by the combination of “pseudo D vertex” from K and 7 and the primary

lepton from B° decay. The slow pion from D*~ decay is also used.



Appendix B

Estimation of Wrong Tagging
Probability

In this chapter, we describe the estimation procedure of the wrong tagging probability.

Since we know the flavors of both B mesons for these decays, we can observe the time
evolution of the neutral B-meson pair with the opposite flavor (OF) and the same flavor
(SF) that are given by

Por(At) o 1+ (1 —2w) cos(AMAL), (B.1)
Psp(At) o« 1 — (1 —2w)cos(AMAL). (B.2)

The time dependent OF-SF asymmetry is

OF — SF

We can obtain the w by measuring the amplitude of the OF-SF asymmetry. We per-
form an unbinned-maximume-likelihood fit of At distributions for both OF and SF onto
the time evolution function, Por and Psp. The description of the unbinned-maximum-
likelihood method is given in Appendix 4.1. In this study, the B°-B° mixing parameter,
AM is fixed to the world average of AM = (0.472+0.017) ps~* [49]. The reconstruction
procedure of At is described in the next section. Figures B.1 and B.2 show the time de-
pendent asymmetry for each of r region. Superimposed curves represent the asymmetry
functions B.3. The estimation of wrong flavor tagging are performed individually with
semileptonic B decay and hadronic B decays. The results are listed in Table B.1. In the
list, we categorized the systematic uncertainty due to common systematic source for both
semileptonic and hadronic modes, such as B meson lifetime and AM, into “correlated”
uncertainty, and the uncertainty due to remaining systematic sources are categorized to

“uncorrelated” uncertainty. Then we calculate correlated and uncorrelated systematic
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Table B.1: Wrong tagging probabilities, wy, for each r-category. Values for semileptonic
B decay and hadronic B decays are listed individually. “stat.” means statistical er-
ror, “uncor. syst.” means uncorrelated systematic uncertainty, and “corr. syst.” means

correlated systematic uncertainty of wy.

w, obtained from D*{v

14 Tp Wy stat. uncorr. syst. corr. syst.
1]0.000—0.250 | 0.463 +0.010  =40.004 +0.000
2 | 0.250 — 0.500 | 0.351 =+0.016 Ryt +0.001
31 0.500 — 0.625 | 0.254 +0.019 Ry +0.003
410.625—0.750 | 0.169 40.017  40.007 +0.003
510.750 — 0.875 | 0.107 o013 +0.006 o0

6 | 0.875 —1.000 | 0.041  90% +0.005 +0.004

w, obtained from hadronic modes

14 Tp Wy stat. uncorr. syst. corr. syst.
1| 0.000 —0.250 | 0.469 +0.014 o0 40.000
2| 0.250 — 0.500 | 0.352 #0.024 oo +0.001
310.500 — 0.625 | 0.219 ;093¢ +0.014 +0.001
410.625—0.750 | 0.192 05 oo +0.001
510.750 — 0.875 | 0.127 ;9932 +0.019 +0.002
6 | 0.875—1.000 | 0.041  J90i% ool +0.001
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uncertainties by adding in quadrature, respectively. This procedure is necessary to com-
bine individual result properly later. The systematic uncertainties for semileptonic mode
are dominated by the uncertainties of background fractions and comparable with the sta-
tistical errors. For hadronic modes, the main contribution to the systematic uncertainties
is uncertainty of fit bias obtained from Monte Carlo simulation, but the statistical errors
dominate over the systematic uncertainty. To combine those results, we calculate the
weighted average and its error, taking into account the correlated systematic uncertain-
ties properly. The discrepancy of the estimated w, between semileptonic and hadronic B
decays are also taken into account for the systematic uncertainties. The combined results

are summarized in Table 3.2.



Appendix C

Computational Recipes of

Probability Density Functions

In this chapter, we describe techniques for computation of the probability density func-
tions.

C.1 Convolution

The probability density function for the extraction of sin 2¢ is basically represented by

a linear combination of following convolution,

A o /
/ dt' G(t' —t; p, o) x e 1. (1 4 sin 2¢; sinyt’), (C.1)

270 J_o

where t, u, and o are normalized by B meson lifetime and A denotes a constant. Since the
signal probability density function consists of two Gaussians, it is represented by a sum of
two convolutions above. As for the background, the background fractions are considered
not to have asymmetry, the convolution is calculated with turning off the sin 2¢, term.
We do not compute above convolution with naive trapezoidal integration but compute
with analytic calculation technique for rapid computation. In this section, we show the

recipes to compute above convolution [65].

First, we define following quantities

1 * /

a = / dt' G(t' —t; p,0) x eI’ (C.2)
210 J -
1 * /

b = / dt' G(t' —t; p, o) x e Wlsinyt'. (C.3)
210 J -

Convolution (C.1) is expressed using a and b as

A - (a+sin2¢.b). (C4)
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C.1.1 Computation of a

The computation of a is expressed as

5 2 2 _
a = %e% [e”-erfc (a\/%—05> + e 0. erfe (O'\/§0'5> ] , (C.5)

where § is t — p. erfe(z) is complementary error function, defined as

erfe(z) = % /00 dt e, (C.6)

C.1.2 Computation of b

The computation of b is expressed as

1 _ 8% 1 ) 1 )
b: \/%O.e 202 [[ (ﬁ’ 1—§, "}/) —I (ﬁ’ 1+§, "}/) ], (C?)

where [ is defined as

ﬁfm w(m+1€) for £ >0
2k 2k

I(k,t,m) = 10 It i\ ? . (C.8)
ﬁlm w (M) + 2 exp (M> for £ <0
2V'k 2Vk 2Vk
w, called as Wofz function, in equation (C.8) is defined in complex plane as
w(z) = e % erfe(—iz). (C.9)

The computation of Wofz function can be performed approximately with an accuracy
better than O(107'°). The detail of the computation is described in [66].

C.2 Approximation
The calculation of
X = exp(k) erfc(N) (C.10)

is often seen in the convolution of probability density function and resolution function.
The orders of x and X are k ~ O(6t?) and A\ ~ O(dt), where 6t is proper-time difference
normalized by measurement error. exp(dt?) diverges to +oo at dt — oo, while erfc(dt)

converges to zero. The product also converges to zero. However, the computation of X by
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computers sometimes fails when §t 2 26 because the floating calculation of multiplying

zero to +o0o is performed. We can escape from this failure by an approximation [67]:

f(z) = exp(2?) erfc(x)
L1,
ﬁx N (C.11)

12

Thus, X is approximated as

X ~ exp(k— M) (—)\1 - —/\3) : (C.12)



Appendix D

Feldman-Cousins Method

We describe the technique of the Feldman-Cousins confidence interval in this chapter.
The Feldman-Cousins confidence interval is effective to discuss the significance of the

observed physics result when the observed value is close to the theoretical boundary.

D.1 Confidence Belt

We consider a parameter o whose true value is fixed but unknown. The properties of our
experimental apparatus are expressed in the function F(x; «) that gives the probability
of observing data z if the true value of the parameter is o. This function must be known
in order to interpret the results of an experiment. For a large complex experiment, F is
usually determined numerically using Monte Carlo simulation. F is naively a likelihood
function of a.

For given F(z;«), we can find for every value of «, two values x;(«, €) and xo(a, €) such
that

Z2
P(x1<m<x2\oz):1—5:/ F(z;a) da. (D.1)

This is shown graphically in Figure D.1 [49]: a horizontal line segment [z (a, €), za(av, €)]
is drawn for representative values of «. the union of all intervals [z1(q,¢),z2(a, €)],
designated in the figure as the domain D(g), is known as “confidence belt”. Typically
the curves z1(«, €) and z3(«, €) are monotonic functions of a, which we assume for this
discussion.

Upon performing an experiment to measure x and obtaining the value x(, one draws
a vertical line through xy on the horizontal axis. The confidence interval for « is the
union of all values of a for which the corresponding line segment [z1(«,¢), zo(a, €)] is
intercepted by this vertical line. The confidence interval is an interval [ay(xg), aa(z0)],
where a;(zg) and as(zg) are on the boundary of D(e). Thus, the boundaries of D(e)

can be considered to be functions z(«) when constructing D, and then to be functions
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Figure D.1: Confidence intervals for a single unknown parameter, a.

a(x) when reading off confidence intervals. Such confidence intervals are said to have
“confidence level” equal to 1 — ¢.

Now suppose that some unknown particular value of «, say o (indicated in the figure),
is the true value of a. We see from the figure that oy lies between oy (z) and as(x) if and

only if z lies between x1(ap) and x9(ap). Thus, we can write:
Plzi(ap) < x < xz2(ap)] =1 —¢ = Plag(x) < ag < ay(z)]. (D.2)

And since, by construction, this is true for any value ag, we can drop the subscript 0 and
obtain:

Plag(z) < a < aq(x)] =1—¢. (D.3)

Suppose an experiment that determines a parameter a bounded from —1 to +1. We
define a likelihood function as L£(z;a). According to the maximum-likelihood-method,
x = o that gives the maximum L is considered to be “true” a. Based on the assumption
that L(z;«) is Gaussian, the standard deviation of L(z;«) is considered the statistical
error of the reconstructed a*. For 1 — e = 0.68, the “horizontal interval” can be defined
as [z1(a), z2(ar)] where 21 (o) = a — 0, and z2(a) = @+ 04. 0, is the standard deviation
of L(z;«). Figures D.2 show the distributions for £(z;a = 0.00) and L(x;a = 0.99).
The naive domain D(e) can be constructed as Figure D.3. The discussion with the
naive domain is not appropriate because we cannot determine the confidence interval, for
example, when x = +3. In the Feldman-Cousins confidence method the construction of

x1 and x5 is elaborated and for any observed x, the confidence interval can be defined.
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Figure D.2: Likelihood distributions for £(x;a=0.00) (left) and L(z;a=0.99) (right).
Vertical lines indicate the “horizontal intervals” as a function of a. Vertical ticks are

omitted because they are meaningless.
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Figure D.3: Confidence belt constructed naively. The Gaussian distribution is assumed
for the likelihood function.



wvivwpeel L. L CLWIHToWIt= WU Wo blte WUTLLWLLTOLL LT000T UWL 4L

-4 -3 -2 -1 0 1
L(X ’ abest)

Figure D.4: Distribution for £(x; apest)-

D.2 Feldman-Cousins Confidence Interval

The advantage of the Feldman-Cousins method is the capability to determine the confi-
dence interval for any observed x. The construction of F(z;a) by the Feldman-Cousins
method is described in this section. Consider that how can be maximize L£(x; apest) for a
particular x. aue is allowed to vary from —1 to +1. When x lies between —1 and +1, £
is maximized by apest = . When x > 1, the maximum L is given by apese = 1, and when
x < —1, the maximum is given by apess = —1. L(x; pest) corresponds to relative possi-
bility of measuring x. The relative possibility to measure —1 < x < +1 is same, however,
the possibility to measure x > +1 or x < —1 is smaller than that to obtain —1 <z < 41
because of the theoretical boundary of a. The degradation from the boundary edge is
expected to be Gaussian shape with the standard deviation of measurement error of x,
namely a quadratic sum of statistical and systematic uncertainties. Figure D.4 shows the
distribution of L£(x; apest)-

According to the probability ordering principle, we take into account the relative possi-
bility, £(x; apest), to the likelihood calculation:

L(x; o)

R Hasona)

(D.4)

Figures D.5 show the modified likelihood distributions for R(z;a =0.00) and R(z; =

0.99). z; and x5 for the confidence level of (1 — ) are defined as

/wz dz R(z; «)
1—e="% : R(x1; ) = R(x2; ). (D.5)

/ dz R(z: )

[e.o]

Figure D.6 shows the confidence belt obtained by the Feldman-Cousins method. For any

measured x, we can define the confidence interval.
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Figure D.5: Distributions for R(z; «=0.00) (left) and R(z;«=0.99) (right).
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Figure D.6: Confidence belt constructed with the Feldman-Cousins method.
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Appendix E

Lifetime Measurement of B Mesons

with Hadronic Decay Modes

In this chapter, we present lifetime measurement of B and BT mesons using 29.1 fb~!
data sample. The lifetime measurement provides key input to determine the Kobayashi-
Maskawa matrix element, |V| [2]. Moreover, the ratio of the lifetimes is sensitive to
effects beyond the spectator model, such as Pauli interference and W-exchange. In the
framework of the heavy flavor expansion, the lifetime ratio, r, = 75+ /7o is predicted to
be equal one, up to small corrections proportional to 1/mj [68]. A recent theoretical study
predicts 7, = 1.07 £ 0.03 [69], whereas this ratio is measured to be . = 1.073 + 0.027 on
average [49][70]. Accurate determinations of B® and B* lifetimes also provide essential

input to analyses of C'P violation and neutral B mixing.

We measure B meson lifetimes from the distance of two decay vertices of the B mesons,
as we measured Az in the study of C'P violation. In the Belle experiment, the lifetime
measurement is quite sensitive to the representation of resolution function unlike sin 2¢,
measurement, because the order of the detector resolution is similar to the lifetimes of the
B mesons. Therefore, the main efforts to obtain the lifetimes is to improve the represen-
tation of the resolution function. After the lifetime measurement, we consequently have
the elaborate resolution function form. This will be fed quite usefully to other analysis

measuring Az distribution.

The focused decay modes to extract B meson lifetimes are hadronic B decays: B° —
J/YKg, B® — J/YK*°(K*tn~), B> - D n*, B® — D*n", B® — D*p* BT —
J/YK*, and BY — D%, The reconstruction of B® — .J/1#Kg is described in Section
3, and the reconstruction of the other modes are given in Section A, where first five
modes are used for B° lifetime measurement and the remaining two modes are used

for BT lifetime measurement. The reconstruction of B mesons via those decay modes

143
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are described in Section 3.3 and in Appendix A. The lifetime is reconstructed with using
proper-time difference of two B mesons as decay products of T(4S5), in the similar method

as described in Section 3.5 and in Appendix A.

In the following sections, we discuss the proper-time difference reconstruction, the prob-
ability density function especially concerning the improvement of the resolution function,

the results of lifetime fitting, and the systematic uncertainties, in this order.

E.1 Proper-Time Difference Reconstruction

As we described already, the proper-time difference is reconstructed as

Az
(57)3(7

where 2., and z,e are decay vertices of B and B, respectively. The procedure of the

At ~ AZ = Zree — Zasc, (E.1)

proper-time difference reconstruction is almost same as the method described in Section
3.5 and in Appendix A. The difference is as follows. In the lifetime reconstruction, we
turn off the impact parameter selection of |dz| < 1800 pum, because this selection makes
apparent shoulder in the Az distribution at |[Az| = 1800 pum and it is difficult to take
into account this shoulder to the probability density function of Az properly. In the
sin 2¢, analysis, due to the small statistics, such effect is expected to be quite small, and
it is rather effective in the suppression of the Az tail from the miss-reconstruction of the

vertices.

We introduce new definition of a goodness of the vertex reconstruction. Since we apply
the B decay point constraint in the r-¢ plane in the vertex reconstruction, nominal y?
of the vertex fit strongly correlates with the distance from the interaction point to the
reconstructed vertex. Figure E.1 (a) shows the nominal y? as a function of a distance
from the interaction point to the reconstructed vertex. We define the goodness of the fit

as a reduced x? projected onto beam direction:

1 - Zliafr_zjift ?
{ = ) (E.2)

9, i
2n - €k

where n is a number of tracks z{, is a z position of input track, 2% is z position of fitted
track, and €, is an estimated error of track position measurement in the z direction.
Figure E.1 (b) shows the distribution of £ as a function of the distance. The newly defined
goodness of fit does not depend on the distance. Figure E.2 is the distribution of £ of the
vertex reconstruction with more than one track. We require the £ of the reconstructed

vertices less than 100 to eliminate badly reconstructed vertices for both 2. and 2.
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Figure E.1: (a) average of nominal y?/n.d.f., and (b) newly defined goodness of fit, &,
in each bin of the distance form interaction point to the reconstructed vertex. Nominal
x%/n.d.f. shows a dependence on the distance, while £ shows no dependence. The his-
tograms are obtained from the reconstruction of z.. with B® — J/¢Kg Monte Carlo

samples.
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Figure E.2: Distribution of ¢ of the vertex reconstruction that is obtained from the
reconstruction of 2z with BY — J /Y Kg Monte Carlo samples, with using multiple

tracks.
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For vertices reconstructed with only singe track, we cannot define &, because the vertex
reconstruction with single track is equivalent to obtain a crossing point between the track
and the distribution of the B decay point. Thus, we do not discuss the ¢ for single track

vertices, hereafter.

We also reject the poorly reconstructed vertices by a selection of |At| < 70 ps. The

selection is greater than 40 times of the B meson lifetimes.

E.2 Probability Density Function

In this section, we construct the probability density function of the At distribution. The

probability density function is expressed as
P(At; TB) = fsig'Psig(At; TB) + (1 — fsig)'Pbkg(At) (ES)

where fq, is signal probability of each event, P, is a signal probability density function
convoluted with resolution function, Py, is a background probability density function,

and P, is a probability density function for outlier component.

The signal probability, fs,, is calculated in the same way as we did in the C'P violation
study. The signal component is represented by two-dimensional single Gaussian in AFE
and M. plane, background component in AFE is represented by first order polynomial,
and that in M, is represented by ARGUS background function. The detail discussion

for fse is given in 4.2.1 and we omit the discussion of fg, in this Appendix.

The signal probability density function is

1 A
f(At; 75) = — exp (—M) : (E.4)
27’3 B
Using above equation, P, is represented as
Pag(At; T5) :/ d(At") R(At — At')- f(AY; 18), (E.5)

where R(z) is a resolution function. The detail of the resolution function is described in
subsection E.2.1.

We construct elaborate Py, function form than the C'P violation study. This is described

in subsection E.2.2.
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To extract the B meson lifetimes we use the unbinned-maximum-likelihood method by

maximizing the likelihood £ defined as

E(TBoaTB+) = ETBO 'ETBer (EG)
where £, , and L, are
B Bt
ﬁrBo = EJ/wKS '['J/wK*O 'EDwﬁ 'ED*err 'ED*f,ﬁ = H P(Ati§ TBO):
’CTBJr = ,C]/wK-&- . £ﬁ0ﬂ+ = H P(Ati; TB+), (E7)

respectively. As equation (E.6) implies, we reconstruct 70 and 7+ in simultaneous fit.
In addition to B meson lifetimes, we also determine parameters for resolution function

and P, in the same fit. Detail of fitted parameters is described in Section E.3.

E.2.1 Resolution Function

As we described in Section 4.2.2, the resolution function is represented as a convolution
of three contributions: detector resolution, smearing due to non-primary tracks, and
kinematic approximation. In addition, we introduce outlier component for the probability
density function so that the fitted lifetimes become independent of the selection of |At|
range. In the following paragraphs, we describe the improvement of the each component,
and the outlier.

Detector Resolution

In the study of detector resolution, all tracks in the associated B side is set to be “pseudo”
primary tracks by artificially shifting the generation vertices of the tracks toward the
decay vertex of associated B that is their ancestor with using generator information. This
procedure is performed to distinguish the detector resolution from the smearing effect due
to non-primary tracks. The smearing effect from non-primary tracks is discussed in the

next paragraph.

In the study of C'P violation we represented the resolution function by a sum of two
Gaussians defined in event-by-event. We examined the vertex resolution in detail and
found that: (i) for the multiple track vertices, the resolution can be represented by a single
Gaussian defined in event-by-event using the estimated error of the vertex reconstruction
and its goodness of the fit, and (ii) for the single track vertices, the resolution function

can be represented by a sum of double Gaussians defined in event-by-event.

First, we discuss the vertices obtained by multiple tracks. Figures E.3 show the pull
distributions that is defined as the residual divided by the estimated error. We divide
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the distribution into seven according to the goodness of the fit, £. The fitted curves to
single Gaussian for each distribution are superimposed. The distributions are obtained
by B® — J/¢Kg signal Monte Carlo. Figures E.4 show the standard deviation of the
pull distribution as a function of £&. We can see clear linear dependence of the standard
deviation on the £. Based on the success of these fits, we represent the detector resolution

of zpec and z,5. obtained with multiple tracks by following function:

RIMP(5200) = G(0zrec] Srec Orec)s (E.8)
REMHPI(§200) = G(0Zase] Sase Tasc)s (E.9)
where $.o. and s, is a first order polynomial of £ to represent the linear dependence:
Srec = Spec T Sree X rec: (E.10)
Sase = Spse T Sase X Easer (B.11)

and o and o, are vertex reconstruction errors for By and B, respectively. In above
equations, &e. and &, are the goodness of the vertex fit defined as equation (E.2) for
Bree and By, respectively. Figures E.5 show the residual distribution of (a) z.. and (b)
Zase- The fitted curves to REUHPle(§2 ) and RmultiPle(§52, ) are also superimposed. The
convolution of two resolution function, R™WPle(5z ) and RmutPle(§52 ) generates the
detector resolution, R4 for multiple tracks vertices. The convoluted curve is shown in
Figure E.5 (c¢), with the residual distribution of Az. The resolution function represented
by a sum of double Gaussians in the analysis of sin2¢; extraction corresponds to the
superimposition of infinite number of single Gaussians whose standard deviation varies

depending on the goodness of vertex fit linearly.

For vertices reconstructed with single track, we cannot introduce any ¢ dependence, be-
cause the goodness of the fit cannot be defined for those vertices. Therefore, we use a sum
of two Gaussians whose standard deviations varies according to the vertex reconstruction
error, as we did in Section 4.2.2. Since vertex reconstruction situation is expected to be
exactly same for z,. and 2,4 in the single track case, we use same shape for both resolu-
tions of zyec and zas.. The resolution of single track vertices, RS (52,..) = RSNEC(5z2,.),

rec asc

is defined as follows:

Ri?;gle(ézrec) = (1 - ftail) G(ézrec; Smainarec) + ftail G(ézrec; Stailgrec)a (E12)
Rzisr(l;gle(5zasc> = (1 - ftail) G(ézasc; Smainaasc) + ftail G(ézasc; Stailaasc)- (E13)

Figures E.6 show the residual distributions of 2., and z,s. reconstructed with single track.
Fits to RSDE(§2,.) and RETE(§z,..) are also superimposed.

To summarize the detector resolution, we use an event-by-event single Gaussian with &
dependence for multiple track vertices, and an event-by-event sum of two Gaussians for

single track vertices.
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Figure E.3: Pull distributions of (a) reconstructed B side, and (b) associated B side,
divided by the associated goodness of vertex fit. The vertex reconstruction is performed
with using multiple tracks. The fitted curves to single Gaussian are superimposed. The

distributions are obtained from B® — .J/#Kg Monte Carlo samples.
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Figure E.4: Standard deviation of the pull distributions fitted to single Gaussian, as a
function of £. (a) shows the dependence for reconstructed B vertex, and (b) shows that
for associated B vertex. The distributions are obtained form B® — J/¢Kg Monte Carlo

samples.
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Figure E.5: Residual distribution of (a) 2. and (b) z,s with fitted curve to event by event
single Gaussian. Figure (c) is the residual distribution of dAz, and the superimposed

curve in the figure is the convolution of two resolution RMWPle(§z ) and RMWEPle(§2, )
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Figure E.6: Residual distribution of (a) z.. and (b) z.se reconstructed with single track.

The superimposed curves are fits to a sum of event by event two Gaussian.

Smearing Due to Non-Primary Tracks

The effect of non-primary tracks, mainly due to the decay products of charmed mesons,
on the resolution of the associated B meson vertex is considered in this paragraph. In the
following discussion, we turn off the artificial shift for tracks to pretend “pseudo” primary
tracks. Although the requirement for the impact parameter being |6r| < 500 pm and the
iteration comprised in the vertex reconstruction algorithm of B, rejects non-primary
tracks, remaining non-primary tracks smear the resolution function and its contribution

will be non-Gaussian.

We define two decay vertices of Base: zhe. and ziP. The 205 is defined as a vertex that is
reconstructed with tracks that are artificially set to be “pseudo” primary tracks. It can
be considered that 25 is not smeared by non-primary tracks. The 2P is defined as a
vertex that is reconstructed with the tracks as they are. This vertex is smeared by the
effect due to non-primary tracks together with the detector resolution. The distribution
of (282 — z¢) is shown in Figure E.7. The events with 2P = 2"¢ are removed from the
histogram. The histogram could be considered the representation of the smearing effect
due to the non-primary tracks, if the long tail distribution could be negligible. We use
R, for the smearing of the non-primary tracks hereafter. In reality, since the detector
resolution cannot be totally deconvoluted from the smearing, it is slightly broader than
true R,,. Therefore, the convolution of the distribution shown in Figure E.7 with R,s
generates overestimated resolution than expected resolution. Instead of this, we can
utilize the distribution to understand the structure of R,,. We can see lifetime structure

in the distribution, which is natural because R, is mainly originated by the finite lifetimes
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Figure E.7: Distribution of (z[P — 22¢) is shown. Events that match 2P = 2z2¢ are

removed, for they will be involved in the Dirac’s d-function in equation (E.14). The
histogram is obtained from B° — J /Y Kg signal Monte Carlo, whose B, vertex is

reconstructed with multiple tracks.

of the charm mesons. We determine R,,, as follows:

Rup(02ase) = f5 X 6(2asc)
+ (1 - fé) X [ fp Ep(52a3c§ Tffp) + (1 - fp) En(52a3c§ Tr?p) ]7 (E-14)

where §(x) is Dirac’s §-function, and E, and E, are defined as

1

E,(z;7) = — exp <—$) for x >0, otherwise 0, (E.15)
1

E,(x;7) = — exp (—1—%) for x <0, otherwise 0. (E.16)

In the following paragraphs, we discuss the 72, and 7' in equation (E.14). Since it
is impossible to deconvolute R,, from the convolution totally, as described already, we
always study the R, together with R, by convolution of them. The convoluted function

is expressed by Rasc @ Ryp.

As well as the detector resolution, we discuss the R,,, separately for two cases: that the
vertices reconstructed multiple tracks, and that the vertices reconstructed with single
track. First, we discuss the case of the multiple tracks. Figure E.8 shows the residual
distribution of z,s. with superimposed curve fitted to Rase ® Ryp. The lifetimes, ™
and 71, in equation (E.14) are constants. The detector resolution is fixed to the shape
that is determined from the fit in the previous paragraph with using signal Monte Carlo.
The obtained resolution does not describe tail region efficiently. Figures E.9 represent
the correlation (a) between .5 and (zI2 — 22¢), and (b) between .5 and (2P — 219).

The vertices for the distributions are required to be reconstructed with multiple tracks.

Events with 22 = 27 are removed from the distributions. In addition to that, the events
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Figure E.8: Residual distribution of z,s.. Superimposed curve is a fit to R ® Ryp,
where 75 and 7, in Ry, are constants. The fitted resolution underestimates the residual
distribution. The histogram is obtained from B? — J/1Kg signal Monte Carlo, whose

B vertex is reconstructed with multiple tracks.
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Figure E.9: Averages of 22 — 2l as a function of (a) oas and (b) &,,. The vertices are

reconstructed with at least two tracks. The events with 2 < 2. are excluded.
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Figure E.10: Residual distributions of z,s. for the B,s mesons (a) which are neutral,
and (b) which are charged. The decay vertices of B are reconstructed from multiple
tracks. (a) is obtained from B® — J/1¢ Ky signal Monte Carlo, and (b) is obtained from
Bt — J/©¥ K~ signal Monte Carlo.

are rejected that do not hold long living charm mesons, D°, DT, or D} in the decay chain

originated by associated B.

Tgp = TI? + T]} X (Sgsc + S;a;éaSC) X O-asm (E].?)
Tgp = TT? + TT{ X (sgsc + SiscEBﬁC) X JaSC' (E18)

As a results of this study, we introduces linear dependency to T and Top Ol Tasc and
Ease. When oo and Thp depends on both o, and ., it is natural to consider that oo
and 7, depends on the product, as we discussed in the detector resolution paragraph.
Figure E.10 shows the residual distribution of z,s. reconstructed by multiple tracks with a
fitted curve to the convolution of Ras ® Ryp. The linear dependences as equations (E.17)
and (E.18) to 77, and 7 in Ry, are introduced. The distributions are (a) 2. residual
obtained from Y (4S5) decayed into neutral B pairs, and (b) that obtained from charged
B pairs. We assign different R,, shapes for neutral B and charged B, because the yields
of charmed mesons, D°, D¥, and D that have different lifetimes are not same between
neutral B and charged B. Therefore, the charge dependence of B meson in R, should

be taken into account.

Above discussion was made for multiple track vertices. Then we discuss about the smear-
ing due to non-primary track on single track vertices. Figure E.11 shows the distribution
of (zfP — 2¢) as a function of oy, which is obtained similarly as Figure E.9 (a). As we
saw in Figure E.9 (a), linear correlation is also observed in the single track case. Since
R, for single track events is defined as a sum of two Gaussians, if we introduce a depen-
dence of vertex reconstruction error on 7,,, we should convolute different R,, for each

of main Gaussian and tail Gaussian, since each Gaussian is considered to have different
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Figure E.11: Averages of 2P — 2° meson flight length as a function of ... The events

rec rec

np nc
with zi2 < 2z are excluded.

estimation of the errors of the vertex reconstruction. With definitions of R, lifetimes

(Trll)p)main = TS + TI} X Smain X Tasc (E19)
(Trrllp)main = 7-7(3 + 7'71 X Smain X Tasc
(Tgp)tail = T;(;) + Tpl X Stail X Oasc (EZO)
(Tgp)tail = 7_73 + 7—% X Stail X Oasc
we define the convolution of R, and Ry, as follows:
| at [mm, a0 -0 BLL0 + BEGGO -0 RG] (B2

Figure E.12 shows the residual distribution of z,s. reconstructed with single track. Su-

perimposed curves are fit to the resolution defined as equation (E.21).

In summary, the function form of R, and the convolution of R4 and R, depends on the
number of tracks in associated side B. When z,.. is multiple track vertex, the convolution

of Rger and R, is written as

Raet ® Ryp = / dt Ryec (6(AL) — 1) / dt' RymalPle (t — ') Rustple(¢/) (E.22)
where RNPIC is defined as equation (E.14). In case of single track vertices, the convo-
lution is

Riet @ Ryp = / dt Rpec (0(AL) — t)

/ dt [(Rzlslz:gle)main (t - t/)REEiiH (t/) (Rilslégle)taﬂ(t —1 )Rtaﬂ(t/)]
(E.23)

The parameters for R,, determined by the unbinned-maximum-likelihood fit to the At
distribution obtained with the Monte Carlo simulation.
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[entries/40pm]
[entries/40pm]

8z, for neutral B (um)

Figure E.12: Residual distributions of z,g. for the B,s. mesons (a) which are neutral, and
(b) which are charged. The decay vertices of B are reconstructed from single track. (a) is
obtained from B® — J/¢Kg signal Monte Carlo, and (b) is obtained from Bt — J/¢ K~
signal Monte Carlo.

Table E.1: List of fitted parameters to R,, that are determined with the Monte Carlo
simulation. The unit of TS for both B° decays and Bt decays and for multiple tracks and
single track is ps, and the unit of T}} is ps/ps.

(a) Parameters for B® decays. (b) Parameters for BT decays.

Fit parameters

Fitted values

Fit parameters

Fitted values

f5)multiple 0.676 &+ 0.007 fy ) ultiple 0.650 4 0.010
f,p)multiple 0.955 =+ 0.004 fp)rultiple 0.963 £ 0.004
7'19 multiple —0.010 £ 0.011 7'1? multiple 0.037 £ 0.012
,7_pl multiple 09271—8832 Tz} multiple 0.674 + 0.025
Tr(z] multiple _0194—1—88?? Tr(z] multiple —0.269 4+ 0.099
7_% multiple 19901—8%23 7_% multiple 20701‘83?3

0.787H0019

Sy

0.76370 015

0.79019920

fp single

0.757+3 0%

0.108F9-058

0\single
Tp

—0.01970:066

1.32110:099

1\single
Tp

11137505

—0.281+9139

0\single
Tn

—0.37579-111

:\],_. 3\10 'U\]»—A "@\]o ';h

~—~ |||/l |
Po

~— [~ |~ |~ [~ |~ |~ |~ | ~— [ ~— |~ |~
=
a9
5
le]

1.583%0 74

(fs)
(/)
(7)
(7)
(75)
(7,)
()single
(fo)
(7)
(7)
(72)
(7,.)

1\single
Tn

1.5487070
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Smearing Due to Kinematic Approximation

At error due to kinematic approximation, At ~ Az/[c((7)y] is studied in this paragraph.

(B7) of reconstructed B and associated B are calculated as

(ﬁ/y) _ (ﬂ,y)TEcms + ,yTpcms COS ecBms _ (ﬁ )T (E]cgms N pcBms COS e%ms)

Mg Mg frMp
= (B7)r(ar + ), (E.24)
ECmS cms Qcms
(57 s (ﬁm( T T ) = (B)r(ax - ) (E.25)

where EF™, p3™, and 03" are the energy, momentum and angle from the beam direction
for the B, in the cms, and Mp is a mass of B meson. Let proper times of B,e. and B
as t5" and t&5'. The true proper time difference is Aty,e = 85 — 5. The flight length

asc * rec asc

of each B meson can be written as

Zpe =2 = (BY)rece thee = c(B7)v(ar + cx) thee (E.26)
Zhee — Z‘%ren = c(B7)ase thee = c(By)r(ar — cx) 185 - (E.27)

Using above equations, nominal proper time difference as defined in equation (E.1) be-

comes

AZ‘crue

c(B7)r
= (ax +cx) thee — (ax — cx) 1o (E.28)

rec asc

AIfnom =

The difference between At and At,., generates the smearing. R is represented as

follows
R ( nom Attrue
[ / / Q5T HED o (5) © foe (H50)
5 (At — (H50 — 4500 . § (Ao — (0 + ) 5 — (a5 — @) ti:f;))]

/ [ [ e v i) Fualts) 5(Atune — (252 —t%fé‘))]-
(E.29)

Here frec(t:2) and fys(t87) are the probability density functions for ¢, and 8-

asc asc asc asc *

frec(tgen) - E(ti(:élv B)? (E?’O)

rec

fasc(tggél) - E(tgsgv B)‘ (E31)
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Equation (E.29) is calculated as follows:

Rk(Atnom - Attrue) =
Ey (Atnom — Atie) = [(ax = 1)Atisae + | Musuel |5 [exl) (e >
O((Atnom — Atirue) — (g — 1) Atirye) (ck
By (Atnom = M) = | (ar = 1) Al + el Mgl 5 lexlr) (e <

)
)
)

Il
===

E.32)

The numerator of (E.32) is a probability to obtain 8" and t&% under the constraint that
we have to observe At and Az. Since Ry must be defined for any At, the constraint for
At must be canceled. The cancellation is made by the denominator of (E.32). Here is
an example of the usage of Ry. If equation (E.32) is convoluted with signal probability

density function, equation (E.4), the distribution of Az, is obtained:

A true
fAz(AZtrue) - ; exp (_C(ﬁ’}/)| : | ) s (E33)

2a,TR v (ax £ )78

where compound sign mark takes same sign that of Azge. Figure E.13 (a) shows distri-
bution of Az /[c(B7)y] —At. Figure E.13 (b) and (c) show same distribution as (a), where
(b) for 0° < cos %™ < 60°, or 120° < cos 0% < 180°, and (c) for 60° < cos 64 < 120°.
Superimposed lines show Ry. When the B is generated with its momentum paral-
lel to beam axis (case of (b)), the residual distribution tends to be narrower around
Az/c(By)r] = At, since (87)p ~ (87)r becomes good approximation. Otherwise, (case
of (c)) the distribution has peak other than Az/[c(B7v)y] = At. In both cases, obtained
resolution Ry represents the distribution well. Figure E.14 shows the distribution of
generated Az, where superimposed line shows convoluted signal probability with R as

shown in equation (E.33).

Outlier

The suppression of impact parameter selection of |§z| < 1800 um causes significant
outlier component due to faults in the vertex reconstructions. Unless the outlier is not
correctly considered, the measured lifetime becomes dependent on |At| selection range,
since undescribed event by the probability density function with At > 1 can easily
increase the fitted lifetimes. Because the standard deviation of the outlier is expected
to be much larger than B meson lifetimes as ~ 207z, we omit the convolution of this
component with f(At; 75). We represent the outlier component, p,(At), by single

Gaussian:
pol(At) - G(At; 0-01)' (E34)

The fraction of outlier, f, is different between the events where both z... and z.. are

obtained with multiple tracks and the events where at least one of z... and z,s. is obtained
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Figure E.13: Distributions of Az/[c(67)y] — At, where (a) for all regions, (b) for 0° <
095" < 60°, or 120° < 0% < 180°, and (c) for 60° < %™ < 120°. The superimposed
lines show R.
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Figure E.14: Distribution of generated Az. The superimposed line shows convoluted
signal probability with Rj.
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from a single track. We redefine the signal probability density function, equation (E.5),
with outlier component as follows:

o0

Pug(Al; 75) = (1 — fol)-/ d(At) R(At — A)- f(AY; 75) + foarrpa(At).  (E.35)

—0o0

E.2.2 Background Shape

The proper-time difference distribution for the background events is obtained from the
AE-My,. background dominated region. The background shape is fitted to the sum of
the main part of the background At distribution (pyke) and the outlier part (pglk £):

Pokg(A) = (1 — f258) - pr (At) 4+ f2R8.pPke(AL). (E.36)

ol

It is natural to introduce the outlier component for the background probability density
function because this is originated from failure in the vertex reconstruction. The main
part, ppkg, is represented by the convolution of a sum of two Gaussians and a sum of

o-function and lifetime distribution:
pos(8) = [ aa2) [0 120 6 (a0 - a2 o, VoR T L)
10 G (At = A s/ o)
X {f;kg d(AZ — M?kg) +(1— ;kg)% exp (—7‘&2, — ukkg‘)] .

Thkg
(E.37)

bkg

main?

bkg bk bkg
oils foul, and f5® in the case that both 2. and

Zase are reconstructed with multiple tracks and in the case that at least one of z,. and

Different values are used for s S
Zase 18 Teconstructed with a single track. The outlier part, pslk & has the same function
form as equation (E.34). The parameters for background shapes obtained from the data
in AFE-M,,. sideband regions are listed in Table E.2. The At distribution in background
dominated region is shown in Figure E.15 mode by mode, with superimposed fitted curves
to the background shapes obtained as Table E.2. After the fit, we found discrepancy in
f; k8 hetween the background events in A FE-M,,. sideband region and in the signal region
for B — DX Monte Carlo sample. We calculate the ratio of f; 58 in the signal region to

P2 in the sideband region, (fy*®)signal /(foK€)sideband " from the Monte Carlo sample, and
multiply f;kg obtained from the data by this factor when we fit the lifetimes. The ratio
obtained from Monte Carlo sample for each mode is listed in Table E.3. Since we do not
observe such discrepancy in B — J/¢X modes, no correction of f;kg is applied for those

modes.
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Table E.2: Background shape parameters. The units of Tyg, ,u?kg, and pP*¢ in the list

are ps.

Table E.3: Ratio of fbkg in the signal region to the one in the sideband region,

(a) Parameters for B — J/1¢X modes.

B — J/¢YKg | B® — J/YK* | Bt — J/iK+
St Jmuteiple | 0-407013 1097038 0.797057
Senamultipl 9.4615% 6.97530 1.9070%7
ftaﬂ )multiple 0.297015 0.030:03 0.667034
0.397018 0.08 4 0.08 0.851064

Sbkg )

single

0.9670 53

0.82751]

10370

n
Svai Jsingle

1907217

8.33735

112737

bkg

single

0.1670 02

0.09+9:94

0.0570 05

tall )
)

(
(s
(
(f5"*)mutsipte
(
(50
(
(s

single

0.38103%

0.187075

0.6570%

Thkg 0.391022 1.434+0.16 2.1410%2
TR —0.564+0.09 | —0.7073% | —0.00+0.05
e 0255 | o0’y | 021y

(b) Parameters for B — DX modes.

B - D n* | B - D*nt | B - D*pt | Bt - Dr*

(s ) tiple | 1.03 £ 0.04 0.69101% 0.90 +£0.07 | 1.0240.02
main p 0.14

(Spa)muttiple | 3.0370:32 2.331075 5.1975 5 6.2715:3%
( ftaﬂ ) multiple 0.1470:08 0.677012 0.13%5:5% | 0.060 £ 0.008
(£28) muttiple 0.677005 0.7075:0% 0.3440.09 | 0.5240.03
(silkin)smgle 0.73 4 0.07 0.87+5:99 0.9340.08 | 0.79+0.03
(Stait )single 4.69%5 76 4.54775] 3.5210 59 5.99105
( t‘;}jlg)smgle 0.1240.04 0.0870:08 0.1740.05 | 0.09=+0.01
(f5)single 0.35+£0.10 | 0.54+0.11 | 0.3440.13 | 0.33+0.05
Thkg 1.10%913 1.68702 0.877015 0.98 4 0.05
[15® —0.034+0.03 | 0.00 =+ 0.03 0.11759% | —0.02 £ 0.01
pbke 0.0053.98 —0.117912 —0.1370%¢ | —0.1140.02

(fébkg>51gnal/( ;Okg)adeband'

B - D 7t | B — D2t | B - D*p* | BY - Dn+
(f5 ) o/ (f5®)sdsband | 059 +£0.10 | 0.54+0.10 | 0.65+0.08 | 0.82+0.02
(f5€)sems /(f®)sideband 0.821928 0.59 + 0.31 0.5575:20 0.89 + 0.07
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Figure E.15: At distribution in background dominated region for each mode. Fitted

curves to the background shapes obtained as Table E.2 are superimposed. The broken

lines represent the outlier distribution of At.
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Table E.4: Number of events and for each mode used for the lifetime reconstruction.
Purities are also listed. Total number as a sum of B? and B+ mesons is 19910.

(a) Numbers of reconstructed B® mesons and their purities.

Mode Number of events
B — J/YKg 386
BY — J/pK* 811
BY — Dt 2269
BY — D*nt 2495
B® — D*=p* 1902
Total 7863

(b) Numbers of reconstructed B* mesons and their purities.

Mode Number of events
Bt — J/YKT 1804
Bt — Dr* 10243
Total 12047

E.3 Lifetime Fit

We use 29.1 fb~! data collected by the Belle detector. The numbers of the events fed to
the lifetime fit is listed in Table E.4 mode by mode. Number of total events for the fit is
19910.

In order to reduce the relying on the Monte Carlo sample, we determine the detector
resolution during fitting of the B meson lifetimes. Moreover, this can reduce systematic
uncertainty associated to the resolution function, because The detector resolution is one of
the most dominating source for systematic uncertainty. In summary, following parameters

are determined from the data simultaneously:

e Lifetimes of B mesons: 7o and 7p+.

0 1 0

1
recs Stecs Sase and S

e Detector resolution for multiple track vertices: s recr Sasc asc

e Detector resolution for single track vertices:  Smain, Stail and fiaq.

ingl
e and

multi

e Outlier components: o, f i

o

12 parameters are determined in the final fit. Common parameters for signal resolution
function is used for either of B® and B*, and B — J/¥X and B — DX. Values for Ry,
are the ones obtained from signal Monte Carlo study as listed in Table E.1. We use the
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Table E.5: List of fitted parameters. The input values for the Monte Carlo simulation
are Tgo = 1.548 ps and 75+ = 1.653 ps. Units of 7o, 75+, and o, are ps.
(a) Fitted values from Monte Carlo samples. (b) Fitted values from 29.1 fb~! data.

Fit parameters | Fitted values Fit parameters Fitted values
Tho 1.549 + 0.006 Tho 1.554 + 0.030
Th+ 1.653 + 0.007 Th+ 1.695 + 0.026
0. 0.990 £ 0.055 0. 0.80970 150
sk 0.054 £ 0.004 sk 0.154 + 0.013
0. 0.972 £ 0.019 0. 0.753%0: 005
sk 0.028 + 0.001 sk 0.064 =+ 0.005
Smain 1.05245.0%0 Smain 0.64775:0¢
Stail 4.436 10810 Stail 3.007558
frai 0.038+0:58 frai 0.083 10053
Ool 43.6313°05 Ool 36.2757
fae (9.953%9) x 107° fa (5.83%553) x 107
fonete 0.022 + 0.001 fonete 0.0306 + 0.0036

same outlier width for multiple track events and single track events, and use same outlier
fractions, fo% and fg‘lingle, for signal events and background events. As for the signal

probabilities and the background shapes, we use the values obtained from the fits onto

the real data samples, except for the correction factors of f; ke,

The reconstructed numbers from the signal Monte Carlo and from 29.1 fb~! real data
are listed in Tables E.5 (a) and (b), respectively. The distributions of At with the fitted
curves are shown in Figure E.16. The fit result of lifetime for each decay mode is listed in

Table E.6. All lifetimes are determined simultaneously with sharing resolution function.

We also obtained the lifetime ratio of charged B meson against neutral B meson by

replacement of 75+ with r,-750. The obtained result is
r, = 1.091 £ 0.023,

where the result from Monte Carlo simulation is r, = 1.067 £ 0.005. The input value of

r, for the Monte Carlo simulation is 1.068.
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Figure E.16: At distribution of neutral B (top) and charged B mesons (bottom), with

fitted curves to probability density function

of lifetime fit. The broken lines represent the

background distribution of At and the dotted lines represent the outlier distribution.

Table E.6: Fit result of lifetime for each

decay mode. All lifetimes are determined

simultaneously with sharing resolution function.

Mode

Lifetime (ps)

B — J/Kg

177810132

BY J/?ﬂK*O

1.36870 008

B — D—rxt

15351008

B — D g+

15767003

BO N D*—p+

1.61870005

Bt — J/pK+

170410038

BT — 507T+

1.694 £+ 0.029
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E.4 Systematic Uncertainties

In the following subsections we consider systematic effects from the reconstruction of the
B decay distance, and from the fit function. The results are summarized in Tables E.7.
All systematic errors are combined in quadrature. The total systematic uncertainties are
0.019 ps for 750, 0.015 ps for 75+, and 0.014 for r,.

e At dependence of reconstruction efficiency
The At dependence of the reconstruction efficiency is assessed by performing binned
maximum likelihood fits on the generated At distribution for all generated events,
and then on the reconstructed events, with a pure exponential function. The differ-
ence of lifetime obtained from the two fits is considered to be due to the bias in the
reconstruction efficiency. Since we measured no difference between two fits beyond

the statistical error, no systematic uncertainty is listed below.

e B decay position
We take into account the uncertainty of lifetimes due to the discrepancy of interac-
tion point profile between BB events and Bhabha events, as described in 4.4. The
difference is measured to be quite small. The uncertainty in the evaluation of the
B meson flight length is also considered as we did in 4.4. The uncertainty is varied
by +£10 pm from the nominal value, 21 pym and repeat the fits to estimate the error

associated with assuming Gaussian function instead of exponential function.

o |At] tail
Possible systematic effects due to the track quality selection for the associated B
decay vertices have also been studied. Each track selection criteria has been varied
by 10% to estimate the systematic error associated with the estimation of fraction

for badly measured events.

The criteria for the reconstructed vertices with the goodness of fit, &, is varied from
50 to 200, and repeated the lifetime fit to estimate the systematic dependence on &
selection criteria. Each change of £ limit is corresponding to the change of number
of events for the fit by ~ 1%. If the dependence of scaling factors on & is not
actual linearity, Sy and s, given as equation (E.11) may be changed by changing
the upper limit of £&. The systematic effect of the changes of s... and s, is also
estimated by fixing $,e. and s.¢ to the nominal reconstructed values at the criterion
of £ < 100. Then the lifetime fitting is repeated by varying £ selection, £ < 50 and
¢ < 200. The systematic dependence on ¢ criteria varying is observed to be small

and no tendency was seen.

The reconstructed proper-time difference should satisfy |At| < 70 ps. The selection

criteria is varied by £30 ps. We only observed very small systematic dependence
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on |At| selection. It indicates the validity of the resolution representation mainly

for the tail region.

e Fit bias and Monte Carlo statistics
The possible fit bias is studied with Monte Carlo samples. The bias is not observed.
Therefore, we do not introduce correction, and we quote the statistical error of the
lifetime fit shown in Table E.5 (a) as the uncertainty due to the Monte Carlo

statistics.

e Dependence on B meson mass
B meson mass may affect the lifetimes through Ry calculation. The lifetime de-
pendence of B meson mass is measured by varying the mass by +1¢ of world aver-
age [49], but the difference is measured to be negligible. Therefore, no systematic

uncertainty on B meson mass is listed below.

e Signal resolution representation
We use a single Gaussian for the signal resolution function for the multiple track
vertices, which is basically equivalent to ignore the small tail fraction observed
in each of pull distributions in Figures E.3. We introduce one more Gaussian to
the signal resolution function to see the systematic uncertainty due to a choice of
resolution function form. We determine the fraction of tail Gaussian and a scaling
factor for the tail part with the signal Monte Carlo simulation, and the parameters
for R,, are re-fitted. The systematic effect due to the choice is estimated to be

0.008 ps for both the 750 and 75+ lifetimes. The systematic effect for the r, cancels.

e R,, parameterization
The lifetime fit is repeated with varying the R,, parameterization by +20 to esti-

mate the dependence of the lifetimes on the R,, parameters.

e Signal probability
The event by event signal probability is determined based on fit to AE-M,,. dis-
tribution in the data. The systematic error associated to the fit is estimated by

varying the parameters determining signal probabilities by +1o.

e Background fraction
AFE and M, signal regions are varied from by +10 MeV for AE and by +3 MeV /¢?
for My, to estimate the systematic dependence on the background fraction and the

fits are repeated.

e Background shape
The systematic error associated to the determination of the background shape is
estimated by varying the parameters by 1o except for f; 58 The systematic un-

certainty due to the f;kg is estimated by varying +2o.
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Table E.7: Summary of systematic errors for neutral and charged B lifetimes, and their

ratio. The errors are combined in quadrature. The units for lifetime uncertainties are ps.

Uncertainties

Fitted parameters TRO TB+ T,

B decay position +0.004 | +0.003 | +0.001
|At] tail +0.007 | £0.005 | £0.002
Monte Carlo statistics | 0.006 | £0.007 | £0.005
Signal resolution +0.008 | +0.008 | cancels
R, parameterization | £0.006 | +=0.004 | 0.006
Signal probability +0.001 | £0.001 | £0.001
Background fraction +0.003 | £0.004 | £0.003
Background shape +0.012 | £0.007 | £0.011
Total +0.019 | +0.015 | £0.014

E.5 Conclusion

We presented new measurement of B and BT meson lifetimes using 29.1 fb~! data sample
collected with the Belle detector near Y(45) energy. Unbinned-maximum-likelihood fits
to proper-time difference distributions of two B meson decay vertices yield following

results for the B meson lifetimes and their ratio [71]:

Tgo = (1.554+0.030 (stat) £ 0.019 (syst)) ps,
T+ = (1.695 £ 0.026 (stat) £ 0.015 (syst)) ps,
r, = 1.091 = 0.023 (stat) = 0.014 (syst).

These are currently the most precise measurements. A value of unity for r, is ruled
out at a level greater than 30 and the measured value is consistent with the theoretical

prediction [69].



Appendix F

SVD Data Acquisition System

The data acquisition of the SVD is specialized than other DAQ sub-systems mainly due
to its enormous number of channels. In this chapter, we give a detail description of the

SVD DAQ system.

F.1 Overview

Figure F.1 is an illustration of a readout scheme of the SVD. The SVD comprises three

Repeater system(CORE)
DSSD Hybrid(VA1)

ABC
N\
NS =
NS =
NN

Thin ribbon cable Impedance matched
Belle Structure (~20cm) cable (~2m)
Electronics Hut VME system Analog Data

Control Clocks

DAQ System Power Supply

FADC Timing Controler (TTM)

Copper Cables
(~30 m)

Figure F.1: Readout scheme of the SVD.

layers of full ladders, each of which is composed of either two, three, or four DSSDs. A
pair of 640-channel hybrid cards is mounted at both ends of each full ladder. The total
number of full ladder is 32 and the number of readout channels is 81920. Hit signals on
the silicon strips are scanned by 10 readout chips embedded in each end of the ladder.
We use VA1 for the readout chips commercially available from the IDEAs company in
Oslo, Norway. Each VA1 includes preamplifiers, shapers, and track-and-hold circuits that

169



<Lyt L. LV LS LW S1LY Wio bLeUT0 I Yo LLITTE 4 1Y

YAL 1280 Strips X 8  me—p-
H 1280 strips/ half ladder 1280 Strips X 8 ==
75 T tobocK
128 strips —{ to HALNYs
mor\e 5VAls 1280 Strips X 8w
ontail side

Figure F.2: Illustrations of the SVD data flow from VA1 readout chips to fast A/D
converters. The left illustration shows a data path from one half ladder to VA1ls. The right
illustration shows the data path through the repeater modules to the fast A /D converters.
The buffered and amplified data are transfered to each of 32 fast A/D converters.

capture the analogue pulse-hight information on 128 channels. Upon the receipt of the
TSC trigger, the system is switched from track mode to hold mode and the stored analog
information for each channel is sequentially routed to fast A/D converters via repeater
module (Figure F.2 (left)).

Since the cable length between the detector and the electronics hut is about 30 m, the
repeater modules are installed near the interaction region (~ 2m), which are comprised
in “CORE system”. To meet the readout speed requirements of the Belle DAQ system,
the repeater module is capable of supporting multiplex scan rates up to 5 MHz. We
have eight repeater modules, where each of them receives 1280 x 8 strip signals (Figure
F.2 (right)). The CORE system is involved in other roles than analog buffering and
amplification: analog and digital controls of the VA1 chips, and monitoring of analog

levels.

At the electronics hut, the fast A/D conversion is performed for all of scanned data
by 32 “HALNY” modules. Figure F.3 shows a block diagram of a HALNY module.
Each HALNY module is equipped with four digital signal processors (DSPs), Motorola
DSP56302. for elaborated data processings: pedestal subtraction, zero suppression on
a channel-by-channel basis, and low-level formatting. The data size is compressed to
typically 6% by the algorithm. The DSPs also calculate pedestals and hit thresholds
using a dynamic algorithm that automatically adjusts for pedestal shifts and changes in
noise level. One DSP receives 640 strip signals from one input FIFO of the HALNY
and after A/D conversion and data processing, it puts the processed data to one output
FIFO.

The HALNYSs are installed in four VME crates, and each VME crate holds eight HALNY
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Figure F.3: Illustration of data path within one HALNY module. Data are fed to each of
four input FIFOs. The processed data by the DSPs are put to output FIFOs. The SVD
DAQ system is equipped with 32 HALNYs.

modules. We divide the SVD DAQ system into four so that the data size from the
HALNYs is fitted to the one event builder capability. A SPARC module equipped with
171 MHz SPARC CPU is installed in every VME crate. It works as a bridge between
the HALNYs and the event builder. The processed data are read out by the SPARC
module from the eight HALNYs via VME bus, then they are transfered to the event
builder (Figure F.4), together with data formatting for the CDAQ. A single process on
the SPARC module is involved in both a data extraction from the HALNYs and a data
transfer to the event builder, so that we minimize the overhead of copying data. The bus
arbitration is also made by the SPARC module.

Trigger timing modules (TTMs) are used to control the timing of the front-end readout
electronics and to control the HALNY modules. TTMs are driven by the central data
acquisition (CDAQ) system. The TTM system consists of nine modules: one master
and eight slaves. The two types of modules use same hardware but achieve different
functionality through differently configured programmable logic. As we described, the
data taking procedure is initiated by the TSC signal. The TSC signal is once fed to
master T'TM, then distributed to eight slave TTMs. The slave TTMs send the trigger
signal for the VA1 chips through the repeater modules so that they hold the signals on the
silicon strips. The held signals are sampled and A/D converted by the HALNYSs, when
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Figure F.4: Illustration of the data path within one VME crate. Each SPARC reads data
from eight HALNYs via VME bus. The SVD DAQ system is divided into four such VME

crates.

the GDL, which is the final trigger decision logic, is fired. The decision by the GDL is
supplied from the CDAQ via timing distributor module (TDM) to the master TTM, and
then it is routed to the slave TTMs to generate the sampling timing of the pulse-height
for the HALNYSs. In the data processing by the HALNYs, TTM forbids the next trigger
to be delivered by the SEQ of through the TDM. The signal of ready-for-next-event is
notified from HALNYSs to the slave TTM.

The SVD run manager controls DAQ VME modules (TDM, TTMs and HALNYSs). It
initiates or terminated trigger sequence, downloads firmwares to the TTMs and HALNYS,
and issues resets at the beginning of each run and when requested by the CDAQ. It also
controls the run mode of the VA1 and CORE front-end electronics, via TTMs. Finally,

it initiates recovery procedure upon request from the interlock.

The SVD interlock system monitors running condition of the SVD. The data integrity
is checked by the consistency of the event size and begin and end event markers. The
condition of VAls is monitored by checking the digital outputs from the hybrids and
by tracking their power-supply currents. Temperatures of the hybrids, heat-sinks, and
end-rings and water circulation are monitored to make sure that the cooling system is
in working order. The beam abort signal from the radiation monitor is also fed into the
interlock. When the system detects a fault condition on one of its inputs, it sends abort
signal to the run manager. The power supplies for the front-end electronics are shut down

by the run manager when such signal is issued.
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Figure F.5: Data format from one HALNY FIFO.

F.2 Data Transfer via VME Bus

In this section, we describe a detail of the data transfer from the HALNY modules to
the SPARC via VME bus. The processed event data by the HALNYSs are read by the
SPARC module and transfered to the event builder. Figure F.5 shows the data format
from one HALNY FIFO. Each data sequence must be started with a start marker and
must be ended with a stop marker, otherwise, the fault signal is issued by the readout
process on the SPARC to the CDAQ to halt the run. The “tag” number is used to check
the synchronization among HALNY FIFOs. When the synchronization is violated, the
fault signal is also issued. Through several months, the faults due to HALNYs are seldom
issued. The HALNY provides good stability.

The SPARC module polls a one-byte “status register” on the HALNY module via VME
bus, and after the register indicates “HALNY-event-ready” it starts the reading procedure
of HALNY FIFOs. A width of the VME bus address for one FIFO is 256 bytes. The
readout process checks number of words in the data header and repeats reading FIFO in
word-by-word mode according to the number. In the method of data transfer via VME

bus, we have following choices:
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e Programmed I/O — PIO
The PIO method is most naive method to access the VME bus, because the data
on the VME bus are fetched by the CPU in word-by-word. Each action accessing
to the VME bus is initiated by the CPU in the VME master. The fetched data are
stored to the memory embedded in the VME master module also by the CPU.

e Direct memory access — DMA
This method is usually faster than PIO method, because the data on the VME bus
goes bypass route from the bus to the memory in the VME master. The bypass route
is provided by a specialized processor for the VME bus access. The processor takes
three parameters for the data transfer: source address on the VME bus, destination
address on the master memory, and data size. Setting those parameters and the
initialization of the VME processor is the dominating overhead of this method. The

data transfer by the VME processor is still performed in word-by-word manner.

e Block transfer — BLT
The block transfer is the fastest data transfer technique. In the BLT mode, some
negotiation protocols on the VME bus are omitted. Multiple data fetching instead
of word-by-word manner, the fastest data transfer speed can be achieved. We can
combine the BLT with the DMA to realize the highest performance. Because the
BLT is not an required functionality by the VME feature, some VME modules do
not support this method.

Among those three options, we adopt the PIO method to transfer the data from the
HALNY modules to the SPARC. Since the BLT is not supported by the HALNY module,
we cannot utilize this method. In the SVD DAQ system, the DMA method is much slower
than the PIO method, due to the following reason. Figure F.6 shows the comparison of
the data transfer speed between the PIO method and the DMA method from a VME
memory module (MVME 202-2F) to the SPARC module. The latency due to the VME
memory module can be negligible. The data transfer speed of the PIO is ~ 4 MB/s
independent of data size. The DMA realize more than 5 MB/s in the limit of larger data
size, however, in the method shows poor performance for the fragmented data, because
the overhead for the preparation of the VME bus processor becomes dominant. The
maximum data size per one fetch by the SPARC module is by the width of the FIFO
address, 256 bytes. Therefore, the PIO is most appropriate method in the data transfer.

When the CPU on the VME master module supports the multiple-word-transfer from
its registers to the memory with a single instruction, there is a chance to earn the speed
of the data transfer. However, since the SPARC CPU does not have such functionality,

reading data in word-by-word manner is still fastest method.
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Figure F.6: Data transfer speed from the VME memory module to the SPARC module
as a function of data size. The comparison of the PIO method and the DMA method is

shown.
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Figure F.7: Dead time of the DAQ as a function of input trigger rate.

F.3 Performance

We studied the performance of the SVD DAQ by checking the dead time of the DAQ
system as a function of the input trigger rate while varying the data size. The TDM
has functionality to generate a various trigger timing by itself independently of the GDL
trigger. The data size from the SVD DAQ is varied by modifying the threshold of noise
level supplied to the HALNY DSPs. Figure F.7 shows the result of the performance study.
The estimated data size for the luminosity of 5 x 103 ecm™2s7! is 1.0 — 1.2 kB/event in
a sum of four crates. The nominal trigger rate for physics events and background events
around the luminosity is ~ 200 Hz. The DAQ system requires less than 10% dead time.
The results of the study states that the SVD DAQ drops only small fraction of the events
at the typical trigger rate.
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Figure F.8: Scatter plot for the average trigger rate and the average luminosity in recent

luminosity runs. The luminosities are measured by the ECL.

N
o
=3

200

[entries/0.25kBI1

I I I I I
OB 8.5 9 9.5 10 10.5 11 1.5 12 12.5 13

data size (kB)

Figure F.9: Distribution of the typical data size from the SVD. A sun of the outputs

from the four crates is taken.

Figure F.8 shows the scatter plot for the average trigger rate and the average luminosity
for recent luminosity runs. The luminosity average is calculated from the ones at the run
start and run stop timing measured by the ECL. A slight dependence of the trigger rate
on the luminosity is observed, and the typical trigger rate is measured to be up to 200 Hz
for the recent luminosity. The typical data sizes are measured to be independent of the
luminosity for < 3 x 10% ecm™2s7!. Tt is measured to be ~ 10 kB/event (Figure F.9).
The SVD DAQ system shows fine performance up to recent luminosities from the view
point of the dead time requirement, and it is still tolerable up to ~ 300 Hz trigger rate,

which corresponds to the average luminosity of ~ 4 x 1033 cm=2s7 1.

F.4 Future Upgrade

Toward coming increase of accelerator luminosity, the DAQ system should catch up more

trigger rate, where the final aim is > 500 Hz. In this chapter, we discuss the future
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Figure F.10: Timing profile of half event cycle for the SVD data transfer.

upgrade plan while viewing the timing profile of the data transfer cycle.

Four SVD DAQ crates as well as other DAQ sub-systems run in parallel, as we described
in Section 2.4.3. Because we construct the event builder as 12 x 6 barrel shifter, one DAQ
sub-system can use only half of one event cycle, and the remaining half cycle is occupied
by other sub-system than itself [72]. For the typical event size, 2.5 kB/crate/event, a
duration of 1.5 ms is consumed by one of four SVD sub-systems, which corresponds to
up to ~ 330 Hz trigger rate. Figure F.10 shows the timing profile for one accessible event
cycle for one SVD sub-system to transfer the data for the typical event size. The readout
from HALNY takes 0.7 ms, checksum calculation on the SPARC takes 0.1 ms, filling
the event onto the output FIFO for the event builder takes 0.4 ms, and event building
sequence takes 0.3 ms. Besides the re-configuration of the event builder, we can gain
the speed by compressing the read-out time from the HALNYs to the SPARC, which
takes almost half of one accessible event cycle. We have a plan to replace the VME buses
with PCI buses, which provides much faster data transfer than the VME bus. The data
transfer speed of single PCI card is measured to be 40 MB/s [73], which is 10 times of
the VME bus speed.
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