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Abstract

In the standard model (SM), C'P violation arises from an irreducible phase in the Cabibbo-
Kobayashi-Maskawa (CKM) matrix. A Dalitz plot analysis of the decay B® — pm — 7Fm =7
offers a unique way to determine the angle ¢5 in the CKM unitarity triangle without discrete
ambiguities (for ¢9 in the range between 0 and ), which cannot be obtained from analyses of
other modes sensitive to ¢o such as B — 7w or B — pp. The Dalitz plot analysis uses isospin
and takes into account a possible contamination from b — d penguin transitions. In addition,
using measurements of the related charged decay modes Bt — p*7% and BT — prt provides
further improvement of the ¢ determination.

In this thesis, we present the result of time-dependent Dalitz plot analysis in B — ntn— 7w
decays and a constraint on ¢,. We use a 414 fb~! data sample that contains 449 x 105BB pairs
collected on the Y(4S) resonance. The data were taken at the KEKB collider and collected
with the Belle detector.

By the Dalitz plot analysis, we constrain the relative sizes and phases of the complex

amplitudes of B®(B?) — p*t7—, p~nt, and p°7° decays, which are denoted by (A)+, (Z)_, and

(—
A)O, respectively. The amplitudes are related to ¢o through an isospin relation by

0

(H2ide _ At + A~ 4240
AT A 4240

Combining our analysis with information on charged B decay modes, we perform a full Dalitz
and isospin analysis for the first time and obtain a constraint on the CKM angle ¢2,

68° < ¢y < 95°

as the 68.3% confidence interval consistent with the standard model (SM). A large SM-
disfavored region also remains. This result is combined with the other measurements from
B — 7w and B — pp, and its consistency with the SM expectation is examined; we confirm
they are consistent with each other at a precision of ~ 7°.
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Chapter 1

Introduction

C'P violation in the quark sector, now established as a part of the standard model (SM), is
one of the best probes to search for the physics beyond the SM, and B-factories are the most
exciting playground to investigate the physics of C'P violation.

To establish a model that describes C'P violation had been a forefront of the particle
physics. CP symmetry, which corresponds to the symmetry between matter and anti-matter,
had been believed to be conserved for a long time, until the first CP violation in K9 decays
was observed in 1964 [1]. In 1973, Kobayashi and Maskawa proposed a model that implements
the CP-violating effect into the SM as an irreducible phase in the quark mixing matrix, or
Cabibbo-Kobayashi-Maskawa (CKM) matrix [2, 3]. A profound prediction of this model is the
indication of the quarks of third generation, which were yet to be discovered. The b (bottom)
and t (top) quarks were discovered in 1977 [4] and 1995 [5, 6], respectively. These discoveries
suggested the CKM model was indeed the origin of C'P violation. T'wo conclusive observations
coincidently came at the turn of the century: the observation of the direct CP violation in K°
decays (1999) [7, 8] and the observation of C'P violation in BY decays measured in B-factories
(2001) [9, 10]. The former killed the “Super-Weak” model, the only compelling alternative of
the CKM model, and the latter confirmed that the CKM picture describes the C'P violation
in b-quark decays in a unified way as well as s-quark decays.

Now, with the CKM model established as a part of the SM, we have entered a new era
of the physics of C'P violation; we use it as a probe sensitive to the physics beyond the SM,
or new physics. A reason why it is useful to detect the new physics effect is that there are
a large number of observables related to the C'P violation, while the CKM model has only
four degrees of freedom to describe the C'P violating structure of the SM; to examine whether
all the observables are universally described by the CKM picture is also a quest for the new
physics, since we expect to see deviations from the CKM expectations if there contributes the
new physics effect. Another reason is that the CP-violating observables tends to come from
higher-order contributions of the SM, such as box and loop diagrams, and thus some models
expect large manifestation of the new physics effect in the observables.

Observables related to C'P violation are schematically described by the so called CKM
triangle, or the Unitarity Triangle (Figure 1.1). With the length of the base normalized to be
unity, the triangle is fully characterized by two degrees of freedom, e.g., two angles. Observables
correspond to the angles, lengths of the sides, or their products or linear combinations. The
three angles of the triangle, ¢1, ¢2, and ¢3, are of special importance, since they manifest
themselves as C'P-violating effects in the measurements. A variety of observables allows us
to check if a single triangle can consistently describe all of them, which is a crucial test of
the SM. A typical way of the consistency check is to compare direct measurements with the
indirect measurement, the expectation from the CKM picture based on other measurements.
For example, having independent measurements of the three angles, ¢1°*%, $5'°*, and ¢§****,
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Figure 1.1: CKM triangle and constraints on it from various measurement, as of the summer
of 2006, provided by CKMfitter group [11].

we can compare the direct measurement of ¢o, ¢3% = ¢°* with the expectation from the
CKM triangle ansatz, ¢ifd: = 7 — gipeas: — gmeas.

In B° meson decays!, large CP-violating effect can be observed in the time-dependent
decay rates, which was originally predicted by Carter, Bigi, and Sanda [12, 13, 14]. There are
two paths for B° to decay to a final state f: a path where B° directly decays to f, B® — f, and
another where B once oscillates to B and then decays to f, B — BY — f. The interference
between the two paths can modulate the time-dependent decay rate from exp(—t/7go), where
t is the proper time for the decaying BY. The C P-violating effect can appear in the pattern of
this modulation; the patterns of the modulation are different for the process B® — (B°) — f
and its CP conjugate process B® — (B?) — f, when the process of interest violates C'P.
However, there are two technical difficulties in the measurement of the time-dependent CP-
violating effect. One is the determination of the B? flavor, whether B® or BY, at the beginning
of the time-evolution. Another is the measurement of the proper time ¢, which is typically

TRO ~ Amgl ~ 1ps,

and too short to be precisely measured as time.

We overcome these difficulties by 1) exploiting the coherence of BYB° produced in pairs,
and 2) boosting the pairs with respect to the laboratory frame. At B-factories, B mesons are
created in a coherent state via the decay chain of ete™ — Y(4S) — B°B°. Among various
cases of the subsequent decays, we choose the events where one of the B® (B¢ p) decaying to
the final state of interest, f, irrespective of the decay of another BY (Bag), as shown in Fig. 1.2.
Since B decays are dominated by the flavor-specific decay modes that distinguish the flavor
charge of BY, By, is most likely to decay to a flavor-specific final state. The coherence of the
BYBY pair allows us to use this Byag decay to tag the b-flavor of the Beop at the beginning of
the time-evolution; Bop is tagged to be B® (B°) at the time of By,e decay, ta, in case of the
Biag decaying to the final state of a B (B°) flavor eigenstate. We then push the start button
of the stopwatch at the time fo and track the time-evolution of the Bop beginning from B°
(BY), until the time of its decay, t1, when we push the stop button; the proper time difference
At =ty —ty is the quantity that parameterizes the time-evolution of Bop. To measure the At

IThroughout this thesis, the inclusion of the charge conjugate decay mode is implied unless otherwise stated.
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Figure 1.2: Illustration of event topology in energy-asymmetric B-factories. In this figure, B;
and By corresond to the Bop and By, respectively, and 777~ 7 is chosen to be the final
state of interest, f, as an example.

of order ~ 1ps, B-factories produce Y(45) in a boosted state, where the boost factor (8v)~ is
0.425 at Belle/KEKB. Because

m'r(45) ~ 2mB s

two B’s decaying from Y (45) are almost at rest in the center of mass system of the Y (45) and
thus they have the same velocity in laboratory frame. This allows us to relate the position dif-
ference of decay vertices of two B’s in the boost direction, Az, with the proper time difference,
At, by

Az

= c(By)r
as illustrated in Fig. 1.2. From the boost factor of 0.425 and the typical At of ~ 1ps, the
typical Az is estimated to be ~ 200 pm, which is possible to be measured in a reasonable
precision.

Among various observables measured in B-factories, the CKM angle ¢> has a desirable
feature for the SM test; the precisions of the direct measurement and the indirect measurement
are at the similar level and reasonably good, being better than 10%. Recent observation of
the B,-B, mixing [15] improves the indirect measurement of ¢, which also motivates the
improvement in the direct measurement of ¢5. The elements of the CKM matrix, Viq, Vb, Vad,
and V,,;, defines the angle ¢o as

VidVii
¢2arg< t tb>a

—VudVip

and thus the direct measurement of ¢ is possible via the decay processes that involve these
CKM factors. As shown in Fig. 1.3, the factor Vi4V}; arises from BY-BY mixing and V,qV}
appears in the decay processes that involve b — v transition, such as B — ntn—, B — ptp~,
or B® — ptrn¥.

The difficulty in the measurement of ¢, through the decays with b — w transition is the
possible contribution from the gluonic penguin diagram of b — d transition (Fig. 1.4). The
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Figure 1.3: Feynman diagrams corresponding to the B°-B° mixing (left) and the B® decay via
b — w transition (right).
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Figure 1.4: Gluonic penguin diagram of the BY decay via b — d transition.

contribution contaminates the measurement of ¢9, since the decays via this diagram yields the
CKM factor Vi V%, which is different from that of the b — wu transition. The isospin analy-
sis [16] removes this contamination by incorporating the knowledge of other related processes;
in the case of B — mm, for example, it involves the decay modes B® — 7%7° and Bt — 7t x?
in addition to BY — 7+7~. Though it removes the contamination from penguin diagram in a
model independent way, an additional four-fold discrete ambiguity arises. The discrete ambi-
guity is eight-fold in total, since there is an intrinsic two-fold ambiguity of the time-dependent
CP-violation measurement in general?. Although the isospin analysis is also applicable to
the case of B — pm [17, 18], the number of discrete ambiguities is much more than those of
B — mm and B — pp due to the fact that the number of involved decay modes is larger; five
decay modes, B® — ptr=, B — p=rt, B® — p%2% Bt — ptx0 and BT — p’zt, are
involved in total. This makes it difficult to constrain ¢o by the B — pm decay processes using
the isospin analysis only.

In 1993, however, Snyder and Quinn pointed out that a time-dependent Dalitz plot analysis
of the decay BY — pr — ntm~ 70 offers a unique way for the measurement of the angle ¢,
without discrete ambiguity (for ¢ in the range between 0 and 7), which cannot be obtained
from the analyses of B — 7w or B — pp [19]. The Dalitz plot analysis uses the isospin
relation among the three B® decay modes, B — pTn—, p~n T, p°7°, and takes into account
the possible contamination from the b — d penguin transitions. In addition, measurements of
the related charged decay modes Bt — pTn® and BT — p°zt provides further improvement
of the ¢ determination.

The uniqueness of the time-dependent Dalitz plot analysis is from the measurement related
to the interference between B® — ptn—, B — p~nt, and B® — p°7°. Since the final state
is m7— 70 for all of the ptn—, p~ 7T, and p°x°, their kinematic overlaps give rise to the

2The two-fold ambiguity comes from the fact that the observable is proportional to sin 2¢, where ¢ is the
weak phase related to the decay mode of interest, and thus one cannot discriminate ¢ and ™ — ¢.
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interferences among them. The measurement of the interferences and their time-dependent
decay rates offer us the information on the relative phases among the complex decay amplitudes
of the six related processes: B® — pt7~, p~nt, p°7° and their charge conjugates. The isospin
relation connects the amplitudes with ¢o as

_ g AB = gt ) + AB° = ) +24(B° — )

+i2¢2 _
N pABY = pra) L A(BY = p—nt) + 2A(BY — por0)

and thus the information on the relative phases plays an essential role in constraining ¢s.

In this thesis, we present a direct measurement of ¢s using a unique method of time-
dependent Dalitz plot analysis in the B — pr — 7ta~ 70 decay process. The analysis
was performed on a 414fb~! data sample that contains 449 x 10°BB pairs collected on the
T (45) resonance. The data were taken at the KEKB collider [20] and collected with the Belle
detector [21]. Based on the obtained result, we investigate the consistency between the direct
and indirect measurements of ¢s.

10



Chapter 2

Phenomenology of C' P Violation
in BY — w#tx— 7Y Decay

1 Kobayashi-Maskawa Mechanism

In this section, we describe how the C'P violation manifests itself in the quark sector. Denoting
the u-type quarks (u, ¢, t) and d-type quarks (d, s, b) by U and D, respectively, the charged-
current weak interaction Lagrangian in the quark sector, Lc.c., is written as

g 77 - _
where V' is the quark mixing matrix, or Cabibo-Kobayashi-Maskawa (CKM) matrix [2, 3]. It
describes the relation between the mass eigenstates, (d, s,b), and the eigenstates of charged-
current weak interaction, (d’, s’,b’):

d’ d Vud Vus Vub d
S1=Vs|=|(Vea Ves Ve s |- (2.2)
b/ b ‘/td ‘/ts ‘/tb b
Since
(CcP)W,f (CP) =-W, (2.3)
and _ _
(CP) 172 (CP)T = —oyehr (24)

where 1); is a fermion state in general,

(CP)Lc.c. (CP)T = _% |:(UL’7MV*DL) Wi+ (5L7“(V*)TUL) W;} , (2.5)
and thus Lc.c. is invariant under the CP transformation only when V' = V™, i.e., all the
elements of V' are real numbers.

To calculate the number of possible complex phase in the matrix, we start by counting the
degrees of freedom in the N x N matrix V. A complex N x N matrix in general has 2N?2
degrees of freedom. The unitarity of the matrix V requires

> ViV = (2.6)
j

11
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corresponding to N2 constraints. Having N dimensions in V/, total number of quarks is 2N,
N for each of u-types and d-types. In quantum mechanics, the phases of the quarks are
meaningless and thus we can use the meaningless phases to remove complex phases in V.
Since the overall phase does not change V', the redefinition of the quark phase removes 2N — 1
phases from V. Thus, the degrees of freedom in V are

2N? - N? - (2N —1)=N?—-2N +1= (N —1)*. (2.7)
This degrees of freedom can be classified into two categories:
e Real-valued degrees of freedom, corresponding to the rotation of N-element vectors, and
e Complex phases.

The former corresponds to the degrees of freedom in an N x N real-valued orthogonal matrix
R. The number of elements of R is N2; the requirement of orthogonality yields

ZRinkj =ik (’L < k’) , (2.8)

J

corresponding to N (N + 1)/2 constraints; the degrees of freedom in R is thus
, 1 1
N? = IN(N +1)= ZN(N -1). (2.9)
Consequently, the number of possible complex phase in V' is

(N —1)2 - %N(N—l) =-(N-1)(N-2). (2.10)

N =

When N = 3, the CKM matrix V can have a single complex phase and C'P can be violated in
case the phase is non-zero.

Since degrees of freedom in V' are four for NV = 3, it is convenient to parameterize V' with
four parameters. The most popular parameterization is the Wolfenstein parameterization [22],
which is a power-series expansion in the real parameter A\ = sinf¢o, where 6o is Cabibbo
angle [2]:

1— 22 A AN3(p — i)
V= -\ 1— 1) AN? + 0. (2.11)
AN3(1—p—in) —AN? 1

Here, A, p, and 7 are real-valued parameters of order one.
Among the unitarity conditions of Eq. (2.6), those with i # k describe triangles in complex

12



CHAPTER 2. PHENOMENOLOGY OF CP VIOLATION IN B? — ntx~7% DECAY

plane:
o) o) O(A%)
VudVias + VeaVi, + ViV, = 0, (2.13)
o) O\ O(X?)
ViaVeg + VasVi, + VoV, = 0, (2.14)

o) o(»\?) o(»\?)
Vas Vi + Ves Vo + Vis Vi, = 0, (2.15)
—— = =

O(\) o002 O(A2)

ViaVia + VisViig + VoV = 0, (2.16)
—— Y= =

o(\3) o(\?) o(3)

VudVigy + VeaViy +ViaVyy, = 0. (2.17)
—— Y= =

o(\3) o(3) o(?)

As illustrated in Fig. 2.1, the shapes of the six unitarity triangles can be characterized by the
dependence of the side lengths on the order of A. The first four triangles are squashed; the
first and second (third and fourth) triangles have the sides that are order A* (A\?) smaller than
the others. The fifth and sixth have three sides of the same order of A3, which implies the
CP violating effect can be large when the physics process of interest is related to the these
two triangles. In particular, Eq. (2.17) is related to B meson decays and called the “Unitarity
Triangle,” and thus large C'P violation is expected in B decays. As shown in Fig. 2.2, the
angles of the Unitarity Triangle are denoted by ¢1, ¢, and ¢3':

Vi,V
¢ = w—arg (ﬁ) , (2.18)
ViaViy
= — 2.19
¢2 g <_VudVJb ) ( )
Vud Vi
= — ) . 2.2
¢3 arg <_vcdvgg> (2.20)

The measurement of these angles as well as the lengths of the sides of the Unitarity Triangle
are the crucial test of the CKM picture of the C'P violation.

2 Neutral Meson System

2-1 Time Evolution

Suppose we have a neutral meson PO and its CP conjugate P°, whose eigenstates are denoted
by |P%) and [P?), respectively. A state |¥) is described in terms of their linear combination

W) =a|P%) +b|P%) . (2.21)

The Shrodinger equation for the state ‘\If> is

L0 ;
zFLE]\D =H|¥), (2.22)

L Another naming convention, B(= ¢1), a(= ¢2), and (= ¢3), is also used in the literature.
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ViV, (ViaVig) VuaVer (VeaVis)
X

‘/u,s V:*s (‘/“'d ‘/;1*5 )

V}d‘/(j;l (Vus Vu*b) Wb‘/r:b (‘/CS‘/(JI))

VisVes (VisVip)

ViaVie, (Vig Vi
ViV, (ViaVi) (Vi (V¥

VisViis (VeaVi)

u

Figure 2.1: Schematic figures representing the unitarity relations. Top, middle, and bottom
triangles correspond to equations (2.12)-(2.13), (2.14)-(2.15), and (2.16)-(2.17), respectively.

VedVia

Figure 2.2: The “Unitarity Triangle.”
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where H is the Hamiltonian operator. The time evolution of ’\I/> is written in terms of those
of the coeflicients a and b o
|U(t)) = alt) | P°) +b(t) [P°) | (2.23)

and the Shrodinger equation becomes a differential equation of a vector W7 () = (a(t), b(t)):

ih%\fl(t) =U(t) , (2.24)
where . A
_ (B[ H [P (POIH [P
o= <<F0]ﬁ Py (P [P ) (2:25)
The 2 x 2 matrix 7 is given by .
H =M — -T, (2.26)

2

2, The CPT conservation requires the matrices to

where M and I' are Hermitian matrices
satisty
M11 = M22 , and Fll = FQQ . (227)

In the followings, we assume the C' PT' conservation.
We define the eigenvectors of the matrix 5 as (p, q

M7, — iT*
1_ 4 /2212 (2.28)
D Mz — 512

I +la* = 1. (2.29)

)T and (p, —q)T, which satisfy

Here, the sign of the left hand side of Eq. (2.28) is just a convention®. The eigenstates of H,
or the mass eigenstates, are then

|PL)y=p|P") +q|P°) , (2.30)

|Pu) =p|P%) —q|P°) , (2.31)

with corresponding eigenvalues of Hy and Hp. The eigenvalues are written with real-valued
parameters My, My, I'p, and 'y as

Hy = My — %FL , (2.32)
Hy = My — %FH , (2.33)
which satisfy

Mp—tr, == ir + 4 (b, Lr (2.34)

L 2 L — 11 2 11 P 12 2 12 9 .

i i q i

My — 2Ty = Mg — ~Tyq — L ( Mys — 2110 ) 2.

H 2 H 11 2 11 » < 12 2 12) ( 35)

2This means that the Hamiltonian matrix % is not Hermitian. This is because the state |\Il> only includes
PO and P°, and does not include the states of their decay products, leading to the fact that the probability
|<\I/(t){\11(t)>|2 does not conserve once the decay occurs. The Hermitian property of Hamiltonian in general
comes from the requirement of probability conservation. Thus, the matrix # here does not have to be Hermi-
tian.

3This is related to which of (almost) CP even and odd states is heavier, or the sign of AM.
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Equations (2.28), (2.34), and (2.35) give the following relations:

1
(AM)? — Z(AF)2 = 4|My5]? — T'12]?, (2.36)
AMAT = 4Re(M;2T7,) , (2.37)

with
AMEMHfML, (238)
AFEFHfI‘L . (239)
The time evolution of |Pr) and |Py) are

|Pp (1)) = e M= T /28 P (0)) (2.40)
| Py (t)) = e M= /28 | Py (0)) (2.41)

The time evolution of the states |P®) and [P?) is obtained from the equations (2.30), (2.31),
(2.40), and (2.41), as

[P2(0) = 55 (1PL) + Pa(t)

g _ (2.42)
= f4(t) |P°(0)) + ;f—(t) |P°(0)) ,
— 1
PO(t)) = o (|PL(t)) — | Pu(t))
7o) ZQ( : " ) B (2.43)
= gfl(t) |P2(0)) + f1(t) [P°(0)) ,
where
Folt) = %[eﬂ'(MLﬂ'rL/z)t + efi(MHfiFH/2)t:| _ (2.44)

2-2 CP violation

Provided there is a decay process of P° — f, where f is a final state of the decay, its decay
amplitude Ay (t) is*

Ag(t) = (I H [P°(¢))
— (1) [P°(0)) o)
= (f|(CP){(CP)H(t)(CP)T(CP)[P°(0))
= (fl(cP)H(t)(CP)! [P°(0)) .
On the other hand, the amplitude Z?(t) of the CP conjugate process, P* — f, is
Az(t) = (f|H|P°(t)) . (248
= (F| B®)|P°(0)) . '
4Here, we take a convention of
CP|P°(0)) = [P°(0)) and CP|P°(0)) = |P%0)), (2.45)
though in general the C'P transformation can yield an unphysical phase ¢ as
CP|P°0)) = et |PY(0)) and CP|PY(0)) =e " |P°(0)) . (2.46)
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Thus, comparison of the two amplitudes, Af(t) and Z?(t), is sensitive to the difference between
H(t) and (CP)H(t)(CP)'; if we find difference between A;(t) and 27(15), H(t) violates CP
Symimetry.

With Eq. (2.42) and (2.43), the time-dependent amplitudes are calculated as

Ap(t) = Fr(t)As + %f- (t)A7 | (2.49)
A1) = gfz (t)As + [+ (DA, (2.50)

where
Ap = (f|H|P°(0)) and Az= (f|H[P°(0)) . (2.51)

The difference between the amplitudes is

Ft)  Af EApf (1) (aAF)
;A i A || ( ) ' (252

N

Af(t) A

pAy

Thus, the condition for the C P-violation is

A
qr
Ll QVERY 2.53
pAs (2:53)
or .
A-
f
— 1. 2.54
Note that CP is conserved in the case of
A A A
q-y f f
=—4 =41, |—|=1, and —#1, 2.55
p Ay Ay Ay (2.55)

since the pure phase difference in the amplitudes is not an observable.

3 CP Violation in B Decays

3-1 Special Properties in B° System

In BY(B%)[23] system, a negligible difference in the widths of the two mass eigenstates is
expected®

% =010 <1, (2.56)
where )
P=3Cn+T0) . (2.57)
Ignoring the width difference, equation (2.44) becomes
fo(t) = e MtemT2 cos(Amg t)2) | (2.58)
fo(t) = e ™ MteT2 i gin(Amgt/2) | (2.59)

5This is because the difference I'yy — I', is only produced by decay channels common to B® and EO_. The
small width difference is expected as a natural consequence of the fact that the decay width of B9 and BO are
dominated by the decay channels to which BY or BY only can decay exclusively.
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where
1
Amd = AM = MH — ML . (261)

The mass difference measured by experiments is comparable with the decay width:

Amd
r

~1. (2.62)

With equations (2.56) and (2.62), we obtain

AT
Amd

=0(107?) <« 1. (2.63)

The mass hierarchy and GIM mechanism of the standard model gives the following relation:

2
0 (m—bQ) ~ 1073 (2.64)

me

2
My

This can be roughly understood as follows. Since both M5 and I'12 are related to the transition
of B® < B this can be understood by the box diagrams describing the B°-B° mixing.
(Fig. 2.3) To M2, virtual intermediate states contribute and all of the cases ¢ = u,c,t are
allowed. Here, the contribution from ¢ = wu,c are canceled out by GIM-cancellation and
contribution of ¢ = ¢ with large mass difference is dominant; and thus |Mia| ~ mt2/mw2. To
I'12, on the other hand, the virtual intermediate state contribution is not allowed since T is
related to decays of b quark, and thus |T'12| ~ mb2/mw2. The detailed discussion can be found
elsewhere [24].

By the relations (2.56), (2.62), and (2.64), we obtain approximations of Egs. (2.36) and
(2.37):

Amd ~ 2|M12| , (265)
Al ~ ZRG(M12FT2)/|M12| , (266)
(2.67)

which lead to the approximated expression of Eq. (2.28):

7. Mip

p M|’

(2.68)

As described above, M1, is related to the box diagrams of Fig. 2.3 with ¢ = ¢. Thus, it is
related to the CKM matrix elements as

Mz < (ViyVia)? (2.69)
and thus o
L Ltf . (2.70)
p thvtd

Note that following relation is satisfied

(2.71)
up to the precision of O(1072).
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Figure 2.3: Box diagrams for the B°-B° mixing.

3-2 Time Evolution of a Coherent B°B° System

At B-factories, the B® mesons are produced from the decay of Y(4S) in pairs. The two meson
state in the center mass system of Y(45) is written as

ﬁ UBO(TAM, t1)> ‘Eo(ﬁ27ﬁ2)> +a ‘Eo(ﬁl,ﬁ» ‘Bo(ﬁg, t2)>}6(’f11 +ﬁ2) R
(2.72)

where 71 2 and ¢ 2 are the flight direction and proper time of the each B meson, respectively,
and 6(f1 + 72) is from momentum conservation. Since T(4S) is a vector particle, the two
meson state |®) is required to be an eigenstate of P(parity) transformation with an eigenvalue
of —1:

|¢(’ﬁ‘1) tl;ﬁ27ﬁ2)> =

P |®(fi1,t1; 02, t2)) = |®(—N1, t1; —a, t2))
= | @ (2, t1; 711, 12)) (2.73)
= - |(I)(ﬁ15t1;ﬁ25t2)> ’

where §(71 + 7i2) leads to the second equality. The solution for this equation is @ = —1, and

|(I)(ﬁ1,t1;’fl2,t2)> = % |:|Bo(ﬁ1,t1)> ‘Eo(ﬁ27t2)> — |§0(ﬁ17t1)> ‘BO(ﬁQ,t2)>i|5(ﬁ1 + 'le) .

(2.74)
From this equation and equations (2.42), (2.43), (2.58), and (2.59), the time evolution of the
state |®) is

B, 1)) = O o (A2 (50 [B%) — [B71) | 5°)) -
— 4 sin h—t p 0, 0, _g_Ol B, '

( > )(Q‘B )|B%) = [B)[B >)}

with
|B%) = |B°(m,0)) , (2.76)
[B%) = [B%(1,0)) , 2.77)
|B°1) = |B°(11,0)) , (2.78)
|B%) = [B%n2,0)) (2.79)
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The decay amplitude of T (4S) — B°BY — f, f5 is then
Aty ta) = (1 fol Hy |B(n, 13 7o, 1))

1 ; ; t1 —t — —
_ = —i(M—il'/2)(t1+t2) 1 2 _
= \/ie 1+t2 [COS< 5 > (AflAfz AflAfQ) (2.80)
L (ti—t2\ (D q— —
_lSIH( 2 ) (aAflAﬁ - pAflAfZ):| ,

where B decays to a final state fi at time ¢; and By decays to f2 at time {2, respectively.
Here, Hy is the interaction Hamiltonian and

Ag, = (fi|H |B%) | (2.81)
Ag, = (f2| Hy |B) (2.82)
Ay, = (71| H;|B°) | (2.83)
Ay, = (f2| H |B°) . (2.84)

In measuring C'P violation, we choose fi to be a decay mode of interest and f> to be a flavor
eigenstate fiag, i.e., As, =0 or Ay, = 0. In this case, the time dependent decay width is

dF/dtldtQ X |A(t1,t2)|2
eTl+i) |4, |2 |:|Af1|2 Ny

A n f ag — f
—([As P = [Af, 7)) cos(AmgAt) + 2Im (;%Af1 A?l) sin(AmdAt)] e =)
— e_F(t1+t2)|Zf7|2[|Afl|2 yME ’ N
+(|Af1 |2 — |Zf1 |2) COS(AmdAt) — 2Im (%Zfl A;l) Sln(AmdAt)} tag — J—
(2.85)

where f, is a final state to which B° only can decay, f_ is its CP conjugate, i.c., f_ = f+,
At = t1 —t9, and we assume |p/q| = 1. Since no (or very small) direct C'P violation is expected
in the decay modes like B — £, 5, we assume

gl =[] (2.86)
Thus, we can simplify equation (2.85) as

df/dt1dt2 oxe” 1 Ht) [|Af1 |2 =+ |Zf1 |2

— Grag - (JAf, > = [A4]?) cos(AmgAt) + grag - 2Tm (%ZflA}l) sin(AmdAt)} ,
(2.87)

where gag denotes the flavor of decaying Ba, or Biae hereafter, and guag = +1(—1) for fiag =
f+(=)- At B-factories, we can only measure At and cannot measure t; + t5. By integrating
equation (2.87) over the unmeasurable direction of ¢; + t2, we obtain

oo dr

dl'/dAt = d(ty + ty) ———
/ /At (b +2) dtydts

o e T8 | Ap, |2 4 A, |
~ thag (A7, = [A7,[2) cos(Amaddt) + grag - 2Im (ngl A;‘a) sin(AmgAt)|
p
(2.88)

6Violation of this assumption is part of so-called tag-side interference (TSI), of which we take account in the
systematic error.
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This is what we observe as the time evolution of the two B meson system at B-factories.

3-3 B Meson Decaying to a CP Eigenstate
When the decay mode of interest f; is a C'P eigenstate, we call it fop and it satisfies
|fep) = CP|fep) = nger | for) (2.89)

where 7y, is the C'P eigenvalue of the state fcp and 7y., = £1. This relation leads to
Z?cp = <TCP| H ‘EO> = Nfcr <fCP| H ‘EO> = nfcpzfcp ) (2'90)

and Eq. (2.88) is rewritten in terms of Ay, and Z?CP as

dr JdAt o =112 [|Afm, 2+ A |2
— Gtag - (|Asor[” = [A7, |?) cos(AmaAt) (2.91)
+ Gtag * Nfep2Im (%Z?CPA;CP) sin(AmgAt)| .

Note that the additional factor 7, is introduced when we transform Ay, into Z?CP. For

convenience, we take [A ., |2+ |Z?CP |2 as overall normalization and rewrite the equation (2.91)

as
dl' /dAt e TR 4 Grag - Afop cOS(AMGAL) + Grag - Sjop Sin(AmgAt)| (2.92)
with _ ) )
A _ |A?CP| - |AfCP| . |>‘fcp|2 -1 (2.93)
fep = A_ 2 2 )\ 2 1 ’ .
|Afcp| +|Afcpl | fcp| +
fepr = Tfcp |Z?CP|2 ¥ Ap 2 fep |)\fcp7|2 e .
Here, Ay, is defined as
Ajop = L1 e (2.95)

Note that 7¢,, could be outside of S, in some definitions.

When the CP is violated in the process, we see the difference between B® — fop and
B° — fcp, corresponding to non-zero A, or Sy.,. This only happens when Az, # +1,
which is consistent with the condition of Eq. (2.53). Ay, is non-zero only when |As, .| # 1
(direct C'P violation).

3-4 B Meson Decaying to a non-C'P Eigenstate

When the decay mode of interest f; is not a C'P eigenstate, there is no relation corresponding
to Eq. (2.90). Thus, the coefficients of cos(AmgAt) and sin(AmgAt) could be non-zero even
if the C'P is conserved. We can still obtain information related to the C'P violating effect by
measuring the time-dependences of both B(B°) — f, and B°(B°) — f, processes. This can
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be demonstrated as follows. We rewrite equation (2.88) as

(1+ ACP) e TIA [1 — Grag - (C + AC) cos(AmgAt)

) (for By — f1)
Fiag - (S + AS) sm(AmdAt)}

dl/dAt (2.96)
(1 — ACP) Tl [1 — Grag - (C — AC) cos(AmgAt) _
(for By — fy)
Fatag - (S — AS) sin(AmdAt)}
where _
1+ AP o |Ap 2+ A2, 2.97)
1= AP oc|A5 [P + A7, 12, (2.98)
A 2 Z 2
C+AC= % , (2.99)
|Ap|? + A |
A7 P (A7 1P
|47, 12 + 147, |
21m (475, 43, )
|Af1| +|Af1|
2Tm (gZ? Az )
|47, 12 + 147, |
and thus ) ) )
4CP (1= Anl?) = €21 =27, 1%) (2.103)
(14 g [?) + €21+ X7, 12)
7 L= Pz, 1P (2.104)
(T+ 15 PEP) (1 + [Anl2/1€12)
by ) 2 g 2 P 2 g 2
AC — |f|2/|l |f1||2| . (2.105)
(14 27, P12 (1 + Mg 2/ 1€12)
T [ X5 )0 /64 2,0 2106
(T4 7, PIEP) U+ A 2/1€12)
CIm (145X ) /€= A7 €)] 107
(L4 A7, PIE2) (X + N 2/1€12)
with _
A_
q 7,
Ay == , 2.108
TP Ay ( )
_ qul
- 2.1
Xy, Ay (2.109)
4, 2.11
€= i (2.110)
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When CP is violated, we see the difference between B® — f; and B® — f, (or, B — f, and
B — fi1), corresponding to non-zero AT, C, or 7. This only happens when Ay, # +1 or
)\?1 # 41, which are consistent with Eq. (2.53). In particular, A" and C can only be non-zero
when [Ag | # 1 or |)\?1| # 1 (direct C'P violation). On the other hand, AC and AS can be
non-zero even if C'P is conserved.

It is convenient for the interpretation of the direct C'P violation to define ATT as [25]

Ap2=1 AP 4 C+ APAC

- = = — 2.114
A |Af1|2+1 T+Actacrg o+ (2.114)
7,17 - ACP _C — ACPAC
7+ —
= |2+1 “tTI-Aac_acrc (2.115)
which can be interpreted as
ar- = W f) T f) (2.116)
(B — f1) +T(B° — f1) ' '
A—+ — F(EO_)fl)_F(BO_’fl) (2 117)
I(B® — fi) +T(B° — f;) '

4 CP Asymmetry in B — w77~ 7° Decay Process

4-1 Basic Properties

Since the decay process B — 7t7~ 70 is dominated by B® — ptn~ and p~xt, the final
state is not a C'P eigenstate. Although there exists B® — p°7¥ process, where the final state
is a C'P eigenstate, the contribution from this process is small as described later. Thus, one
has to measure both of B® — pt7n~ and BO — p~ 7T, at least, to observe the CP violating
effect. The processes B® — ptn—, p~nt, p°n° are described by tree, color suppressed tree,
and penguin diagrams, up to O(A ) precision [26]. Figure 2.4 shows the diagrams. Since the
process B® — p%710 does not have the contribution from the color allowed tree diagram, a small
branching fraction is expected. The amplitudes corresponding to the diagrams are

Ap(B° — pTn7) = TT ViV, (2.118)
Ap(B® — + ) = P ViVia, (2.119)
AT(BO—>p ) = T ViV, (2.120)
Ap(B* - p~nt) = P T V;iVia, (2.121)
Ac(BOHpWO) = C"ViVua, (2.122)

Ap(B° — p°1%) = P®ViVi, (2.123)

"Suppose the case to compare the difference between B® — f; and B — f;, for example. In this case, the
time-dependent decay widths for them are

U JdAt (1 + ACP) e~ TIAt [1 — (=1) - (C + AC) cos(AmgAL) + (—1) - (S + AS) sin(AmdAt)] o (2.111)
and

dTJdAt o (1 — ACP) e=TIAt [1 — (+1) - (C — AC) cos(AmgAt) + (+1) - (S — AS) sin(AmdAt)] . (2.112)
respectively. Thus, their difference is proportional to

2ACP 1At [1 — ACcos(AmgAt) + AS sin(AmdAt)] + 2¢~T1At [C cos(AmgAt) — Ssin(AmdAt)] ,
(2.113)

and can be non-zero only when either of AT, C, or S is non-zero.
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Figure 2.4: Feynman diagrams related to B® — (pm)? processes.
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and
Ar(B° — pTn7) = T TVuVy5, (2.124)
Ap(B° — ptrn™) = P TVuVy, (2.125)
Ar(B° — p~nt) = TT-VuVy,, (2.126)
Ap(B* - p~nt) = PY VW,V (2.127)
Ac(B® — p°m%) = C®V,Vi, (2.128)
Ap(B° — p°1%) = POV,Vy, (2.129)

where the subscripts T, C', and P in the left hand sides denote tree, color suppressed tree,
and penguin transitions, respectively; and T+F, C%, and PEF(9)  denotes the amplitudes
excluding the explicitly written factors coming from CKM matrix. Ignoring the difference
of strong interaction between BY — pT7~ and B® — p~n™T, i.e., the factor T-F/T+~, and
contributions from penguin transitions, the coefficients of cos(AmgAt) and sin(AmgAt) of the
processes BY — p*7T calculated from equations (2.99)-(2.102) are

N <P-1
CEtAC=L"——~0, (2.130)
Nz 2 +1
m)\/i ES
+AS = —L T ~sin(2 2.131
S S |)\;iﬂ¥|2+1 sin(2¢2) , (2.131)

with

;o _qAB - ptrT)
P T pA(BY — pra)
 ViVea ViV (2.132)
VaVig Vip Vud
— it
where the last equality comes from the definition of ¢ in Eq. (2.19). Thus, ¢2 is the CKM
angle that is related to the process B® — pr¥.

However, we cannot measure the ¢- directly from S + AS in practice. This is because the
two effects ignored above are actually not negligible; the effects from 1) the factor 7=+ /T~
originating from strong interaction difference between B® — pT7~ and B® — p~7T, and 2)
contributions from penguin transitions are to be taken into account.

As for the former, the sizes and phases of the amplitudes 7=F, €%, and PEF00) are de-
pendent on the decay modes, where the difference originates from the different contribution of
strong interaction related to each mode. Due to the C'P-conserving property of strong inter-
action, the amplitudes are common between B® — pt7n~ and B° — p~n™T, as the equations
above show. In the time-dependent analysis, however, what we measure is the interference
between B’ — pTn~ and B® — pTn~ (or, between B® — p~7t and B° — p~771), and the
contributions from strong interaction can be different, i.e., the factor =% /T*~ is different
from unity in general. With this factor taken into account and assuming tree transitions only,
A+ p+ in equation (2.132) becomes

/ qAT(B® = p™1F) 4 ioeater
rre ,

b A (B o) (2.133)
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with
1 T-*
Ty = = = ’T+ , and (2.134)
T+
Consequently, the coefficients C + AC and § + AS are
ri2 —1
C+AC~ L5 , and (2.136)
r% +1

S+ AS ~+/1— (C+AC)? sin(2¢y + 67) . (2.137)

Thus, it is still possible to measure ¢ using all four observables of C + AC and § + AS.

The second problem, the contribution from the penguin diagrams, is more serious. This is
because the phases from both weak and strong interactions are different for the contributions
from tree and penguin diagrams. The parameter corresponding to )\;) +. ¢ for the penguin
contribution is

_ q Ap(B° — p*rT)

N <
pETE pAp(BO — piﬂ':F)
P ViV VaVis (2.138)
PV Vi VigVaa
= 1 eEidr
with
1 Pt
t = - | d 2.139
rp = pr—| o ( )
p—t
dp = arg <ﬁ> . (2.140)

Here, the corresponding CP-violating weak phase is 0 and the strong interaction factor is
P~%/P*~, both being different from those of tree diagram contributions. In addition to
75 and dp, the complex ratio P*=/T+~ is also a newly introduced unknown parameter.
With the penguin diagram contribution included, we have model parameters corresponding to
seven degrees of freedom: ¢, T~ /T+=, P~F /Pt and PT=/TT~. The number of model
parameters is now larger than that of observables and one cannot constrain ¢ without further
assumptions or additional observables.

There are two approaches proposed to overcome this issue: the isospin (pentagon) analysis
and the time-dependent Dalitz plot analysis. We describe them in the following subsections.
Note that they are not exclusive with each other; to constrain ¢, at the end of this thesis, we
use both of them simultaneously to make full use of the information we have.

4-2 Isospin (Pentagon) Analysis
There are four isospin relations between the amplitudes related to B — pta¥, p07% B+ —
ptn0 and pnt [17, 18]:

AT A™ 424 = At + A 4 24°

= \/§(A+O + AO+) _ \/5(270 + 2107) : (2.141)
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AP0 A0 /oAt — AT = A0 — A% — /(A — A1), (2.142)
where
AT = AB°—ptn7), (2.143)
A™ = AB°—pat), (2.144)
A" = AB° — p7rY), (2.145)
AT = ABT - pta%), (2.146)
A = ABT — pnt), (2.147)
At = LaB -y, (2.148)
q
- = LaB - pah), (2.149)
q
20 = 2aBo - 000, (2.150)
q
A0 = Lap- - a0y, (2.151)
q
A= = a0y, (2.152)
q
and B o _ _ B _
AR = 7202 gr - A0 = 7202 470 1 f0 = 072102 p0— (2.153)

Now the related model parameters correspond to

(10 amplitudes = 20 d.o.f.) + ¢

2.154
— (1 global phase) — (4 isospin relations = 8 d.o.f.) =12 d.o.f. , ( )

while the number of observables is
(5 branching fractions) + (2 charge asymmetries of BT decay modes) (2.155)

+ (2 x 3 time-dependent coefficients of B° decay modes) = 13 .

Thus, with more observables than model parameters, we can solve this problem and constrain
P2

In practice, however, it is difficult to constrain ¢ only with this method. This is due
to the size of branching fraction of B — p°7% which is not so small that we can ignore
the contribution from the process but not so large that we can measure the C'P violation
parameters of the process with a good precision. Without the good measurements of the CP
violation parameters of the process, we only have 11 observables, effectively, and we cannot
constrain ¢o very well.

4-3 Time-Dependent Dalitz Plot Analysis

Snyder and Quinn pointed out that the time-dependent Dalitz plot analysis can be a powerful
method to measure ¢o using the B — (pm)? — 77~ 70 decay process [19]. The essence of this
method is to measure the time-dependent C'P violation parameters of the interference between
the three decay modes: BY — ptn—, B — p~nt, and B° — p°#%. This increases the number
of observables and makes it possible to constrain ¢ combined with the isospin relation of the
first equality in equation (2.141), even with the presence of the penguin contributions. Further,
the information from the interference can solve the discrete ambiguity between ¢o and m — ¢o,
which cannot be solved by the measurements using other modes like B — 77 and B — pp.
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In the time-dependent Dalitz plot analysis, the amplitudes Ay and Zfl_in equation (2.88)
have the Dalitz plot dependence, which are denoted by As.(sy+,s—) and As;(s4,s—). Here,
we define the Lorentz-invariant Dalitz plot variables as

s+ = (p+ +po)”
s_=(p_+po)?, and (2.156)
so = (py +p-)°,

where py, p_, and py are the four-momenta of 7+, 7—, and 7° in the B® — 7+t7 =70 decay,
respectively. Among the Dalitz plot variables, the following relation holds

Sy +s_+850=mpo> 4 2m > +myo”. (2.157)

0

Ignoring the B® — 777~ 7% contributions from the processes other than B — (pm)? —

aTr~ 7Y, the Dalitz plot amplitudes (Z;,,r (s4,8-) can be written as
Asn(sy,s-) = [frlsg,s)AT + [ (s4,5-)A7 + fo(s4,5-)A", and  (2.158)
%ZBW(SJHS*) = 7+(S+55*>Z+ +7*(S+7S*)Z_ +70(S+55*)ZO ) (2159)

where functions (TL (s4,s—) (with p charge kK = 4+, —, 0) incorporate the kinematic and dynam-
ical properties of BY decay into a vector p* and a pseudoscalar 7%, with (+,—,0) = (—, +,0),
corresponding to the mass and helicity distributions of the p”. Figure 2.5 schematically shows
the f.(s+,s—) in the Dalitz plot. We will discuss in Sec. 1 of chapter 6 the detail of the

. o) . .
functions fi(s4+,s—). As described there, we assume the relation

fr(s4:8-) = fuls4,8-) (2.160)

in our nominal fit. The definition of the complex coefficients A® and A" here are consistent
with equations (2.143)-(2.145) and (2.148)-(2.150).

25 1 1 25 F 1 25 \ 1
20 [ . 20 . 0 N .
15 | 1 15 | 1 315 | 1
@10 f 7 @ 10 £ 7 @10 f g
S 0 | — e | o b ]

0 5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25

S, (Gevz) S, (Gevz) S, (Gevz)
(@) [f+(s+,5-)] (®) |f~(s+4,5-) (c) fo(s+,s-)l

Figure 2.5: Schematic figures of the f,.;(sy,s_). Dotted lines show the kinematic boundary.

With equations (2.158), (2.159), and (2.160), we rewrite Eq. (2.88) as

dar

m o e 1At [|A37r(5+7 57)|2 + |ZBW(5+7 57)|2

— Gtag - (|Asx (54, s_)|2 — Az (54, s_)|2) cos(AmgAt) (2.161)

+ Gtag - 2Im (%Zgﬂ(&r, S_)Asr(s4, s)*> sin(AmdAt)} .
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where
[Ase(sy,s ) £ [Asa(si,s )P = D £l (A% £ [A%]?)
re{+,—,0}
2 Y (Re[fﬁf;]Re[A“A”*iZ“Z”*]—Im[fﬁf;]lm[A“A"*j:Z"”"Z"*]), and
k<o€{+,—,0}

(2.162)
Tm <€ZBW(S+,S)A3W(S+,S)*) = Y |flIm[AraT)
g re{+ =0} (2.163)
2 > (Re[ Fof2] Im[A" A7 + A% A% 4+ Tm[f,. f] Re[A" A7 — Z"A“*]) .

k<oe{+,—,0}

Here, the |f.|*> and Re(Im)[f.f:] are nine linear-independent functions in the Dalitz plot.
Since there are three types of distribution in At direction, e~ |2/7s0  e=IAH/T5o cos(AmgAt),
and e~ |2H/7s0 gsin(AmgAt), we have 27 linear-independent functions in At-Dalitz plot space
in total. Exploiting the information of both At and Dalitz plot, therefore, we can measure
all of 27 coefficients of the independent functions, which are sufficient to determine all of the
amplitudes A" and A" except for overall phase and normalization, in principle.

Equations (2.141) and (2.153) are derived from the fact that each combination-sum of the
amplitudes connected by equality is written only by tree diagram contributions; we can write
the combination-sums as

AT 4 A7 4240 =7Alemi92 - and (2.164)
At 4 A7 4240 =7Alletioz (2.165)

Thus, with all the amplitudes A* and A* determined by the time-dependent Dalitz plot anal-
ysis, we can determine the ¢2 using the relation of

JRide _ AT + A= +2A°

e el (2.166)

where the ratio in the right hand side can be determined without the unmeasured overall phase
and normalization. Note that here we have no discrete ambiguity related to ¢s, which is an
advantage of this method compared to the isospin (pentagon) analysis of B — pm and the
analysis with other decay processes, B — nm and B — pp.

Another advantage of this method, compared to the isospin (pentagon) analysis described
in the previous section, is the large number of observables. The model parameters here are 9,
calculated as

(6 complex amplitudes = 12 d.o.f.) + ¢o

— (1 overall phase) — (1 overall normalization) — (1 isospin relation = 2 d.o.f.) =9,
(2.167)
while the number of observables are 26:
(27 coefficients) — (1 overall normalization) = 26 . (2.168)

The number of observables are far larger than that of model parameters. This allows us to
determine the ¢ even in the situation where some of the observables cannot be measured with
good precisions due to the small branching fraction of B® — p07°.
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Chapter 3

Experimental Apparatus

In this chapter, we describe the experimental apparatus of the KEK B factory, which consists
of the KEKB accelerator and the Belle detector. The experiment is located at the High Energy
Accelerator Research Organization (KEK) in Japan.

1 KEKB Accelerator

KEKB [20] is a two-ring energy-asymmetric e*e™ collider and aims to produce copious B and
anti-B mesons as in a factory. Figure 3.1 shows a schematic layout of KEKB. It consists of
two 3 km-long storage rings, an 8 GeV electron ring (HER) and a 3.5 GeV positron ring (LER),
and an injection linear accelerator. The two rings cross at one point, called the interaction
point (IP), where electrons and positrons collide with a finite crossing angle of £11 mrad. The
Belle detector surrounds IP to catch particles produced by the collisions. The center-of-mass
energy is 10.58 GeV, which corresponds to the mass of the Y(4S) resonance. Due to the energy
asymmetry, the Y(4S) are produced with a Lorentz boost of (8v)y = 0.425. On average, the
separation of the decay vertices of two B mesons is approximately (Az) = c¢7p(87)r ~ 200 ym.

The design luminosity of KEKB is 103* cm~2s~!. Now the accelerator operates routinely
with a peak luminosity of 1.5 x 103 ecm™2s~!, which is the world record as of Oct. 2006.
In early 2004, a new method of operation of KEKB was successfully introduced. It is called
“continuous injection mode” and removes the dead time of the ordinary injection method.
Without the continuous injection, data taking has to stop every hour to replenish the beams.
Now the KEKB can produce more than 1fb~! per day. The best records up to Oct. 2006 are
1.6517 x 1034 cm~2s~! for the peak luminosity and 1.2315fb~! per day.

2 Belle Detector

Belle detector [21] is a general-purpose 4-m detector surrounding IP. It consists of a barrel,
forward, and backward components. Figure 3.2 shows the configuration of the Belle detector.

Precision tracking and vertex measurements are provided by a central drift chamber (CDC)
and a silicon vertex detector (SVD). The identifications of charged pions and kaons are based
on the information from three subdetectors: the dE/dxz measurement by CDC, a set of time-of-
flight counters (TOF), and a set of aerogel Cerenkov counters (ACC). Electromagnetic particles
are detected in an array of CsI(T1) crystal calorimeters (ECL). The electron identification is
based on a combination of the dE/dx measurements by CDC, the response of ACC, and the
information of position, shape, and energy of the electromagnetic shower in ECL. The above
detectors are located inside a superconducting solenoid of 1.7m radius that maintains 1.5T
magnetic field. The outermost detector subsystem is a K, and muon detector (KLM). A pair

30



CHAPTER 3. EXPERIMENTAL APPARATUS

Figure 3.1: Schematic view of the layout of KEKB.
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of BGO crystal array called extreme forward calorimeter (EFC), which is placed on the surface
of the QCS cryostats, provides coverage at small angle uncovered by the other detectors.

Two inner detector configurations are used. A 3-layer SVD with a 2 cm radius beam-pipe
is used until the summer of 2003. A data sample corresponding to the integrated luminosity of
140 fb=1 (DS-I) is collected with this configuration. In the summer of 2003, a 4-layer SVD, a
1.5 cm radius beam-pipe, and a small-cell inner drift chamber are installed. A data sample cor-
responding to the integrated luminosity of 274 fb~! (DS-II) is collected with this configuration.
Performance parameters of the detectors are summarized in Table 3.1.

Electromagnetic Calorimeter (ECL)
Silicon Vertex Detector (SVD) y

K, and p detector (KLM)

Figure 3.2: Overview of the Belle detector.

2-1 Silicon Vertex Detector (SVD)

It is crucially important for the time-evolution study to measure the difference between the
flight lengths of the two B mesons in the z direction, where z is defined as the opposite
of the positron beam direction. SVD [27] provides the essential information for the precise
reconstruction of the decay vertices close to IP. Since the average separation of two B-decay
vertices is ~ 200 um, the required z resolution is ~ 200 pm. In addition, the vertex detector
can be useful for identifying and measuring the decay vertices of D and 7 particles.

Since most particles of interest in Belle have momenta of 1 GeV/c or less, the vertex res-
olution is dominated by the multiple-Coulomb scattering. This imposes strict constraints on
the design of the detector. In particular, the innermost layer of the vertex detector must be
placed as close to IP as possible, the support structure must be light in weight but rigid, and
the readout electronics are to be placed outside the tracking volume. The design must also
withstand large beam backgrounds. With the high luminosity operation of KEKB, the radia-
tion dose to the detector is measured to be 1kRad/day as of October 2006. Radiation doses
of this level could both degrade the noise performance of the electronics and induce leakage
currents in the silicon detectors.

Figure 3.3 shows the side and end views of the SVD for DS-I (SVD1). SVD1 consists of three
concentric cylindrical layers arranged in a barrel and covers the angle range 23° < 6 < 139° (¢
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Table 3.1: Performance parameters for the Belle detector.

Detector Type Configuration Readout Performance
Beam-pipe
DS-I Beryllium Cylindrical, r» = 20 mm,
double wall 0.5/2.5/0.5 mm = Be/He/Be,
He gas cooled
DS-1I Beryllium Cylindrical, r = 15 mm,
double wall 0.5/2.5/0.5 mm =
Be/Paraffin/Be,
Paraffin liquid cooled
SVD
DS-1 Double-sided 3-layers: 3/8/14ladders, ¢ : 40.96 k, o(Az) ~ 80 pm
Si strip Strip pitch: 25(¢)/42(z) pm z: 40.96 k for B — (pm)°
DS-11 Double-sided 4-layers: 6/12/18/18 ladders, ¢ : 55.296 k, o(Az) ~ 70 pm
Si strip Strip pitch: z: 55.296 k for B — (pm)°
50(¢)/75(z) pm(layer 1-3),
65(¢)/73(z) pm(layer 4)
CDC
DS-I Small cell Anode: 50layers, A: 8.4k, ore = 130 um
drift chamber Cathode: 3layers, C: 1.8k o, =200 ~
r = 8.3-87.4cm, 1400 pm oy, /pt =
—78.72 < z < 158.77cm 0.3%+/pe? +1
04p/dz = 8%
DS-1I Small cell Anode: 49 layers, A: 85k
drift chamber No cathode layer,
r = 10.4-87.4 cm,
—78.72 < z < 158.77cm
ACC Silica aerogel 960 barrel / 228 end-cap Npe >6, K/7
FM-PMT readout separation:
1.2 < p < 3.5GeV
TOF/TSC Scintillator 128/64 ¢ segmentation, 128%x2 / 64 oy =100ps K/m
r =120 cm, 3-m long separation: up to
1.2GeV/c
ECL Csl Barrel: r = 125-162 cm, 6624, oe/E =
(Towered- Endcap: z = —102cm and 1152(FW), 1.3%/\/@ Opos =
structure) +196 cm 960(BW) 0.5cm/VE (E in
GeV)
KLM Resistive 14 layers (5cm Fe + 4 cm gap) 0: 16k, A¢p = Af = 30mr
plate counters 2 RPCs in each gap ¢: 16k for K1, ~ 1%
hadron fake
EFC BGO Photodiode readout, 100 x 2 Energy resolution
Segmentation: 32 in ¢, 5 in 6 (rms):
7.3% at 8 GeV,
5.8% at 8 GeV
Magnet Super- Inner radius = 170 cm B=15T
conducting
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being the polar angle from the z axis), which corresponds to 86% of the full solid angle. The
three layers at radii of 30.0 mm, 45.5 mm, and 60.5 mm surround the beam pipe, a double-wall
beryllium cylinder of 2.3 cm radius and 1mm thickness. There are 8/10/14 ladders along ¢
in layers 1/2/3, respectively, where ¢ is the azimuthal angle around the z axis. Each ladder
comnsists of double-sided silicon strip detectors (DSSDs) reinforced by boron-nitride support
ribs.

The DSSD’s fabricated by Hamamatsu Photonics (HPK)!, originally designed for the DEL-
PHI microvertex detector, are used for the SVD1. Each DSSD consists of 1280 sense strips
and 640 readout pads on each side, where the pitch size of the strips is 42 ym (25 pm) in z-side
(¢-side). The overall DSSD size is 57.5 x 33.5 mm? with 300 um thickness. In total 102 DSSD’s
are used and the number of readout channels is 81,920. For the z-coordinate measurement,
the n-side strips are used and a double-metal structure running parallel to z is employed to
route the signals from orthogonal z-sense strips to the ends of the detector. Adjacent strips
are connected to a single readout trace on the second metal layer which gives an effective strip
pitch of 84 um. A p-stop structure is employed to isolate the z-sense strips. A relatively large
thermal noise (~ 600e~) is observed due to the common-p-stop design. On the ¢ side, every
other sense-strip is only connected to a readout channel. Charge collected by the floating strips,
the strips unconnected to readout channels, in between is read from adjacent strips by means
of capacitive charge division.

The readout chain for DSSD’s is based on the VA1 integrated circuit [28, 29]. The VA1
chip is a 128-channel CMOS integrated circuit produced by IDEAS?. It is specially designed
for the readout of silicon vertex detectors and other small-signal devices that require low-noise
preamplifier. VA1 has excellent noise performance and reasonably good radiation tolerance of
200krad (1 Mrad) for VA1 fabricated in the Austrian Micro Systems (AMS) 1.2 ym (0.8 pm)
process [30], where the VA1 with 0.8 um process is used from the summer of 2000.

SVD sideview

Figure 3.3: Detector configuration of SVD1.

In the summer of 2003, a new vertex detector, SVD2, was installed [31]. Figure 3.4 schemati-
cally shows the configuration of SVD2. It has four detector layers; there are 6/12/18/18 ladders

Thttp://www.hamamatsu. com/
2http://www.ideas.no/
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at the radii of 20.0/43.5/70.0/88.0 mm for the 1/2/3/4 layers, respectively. The polar angle
acceptance is expanded to 17° < 6 < 150°, which is the same as CDC and corresponds to
the 92% of the full solid angle. The beam-pipe, surrounded by the ladders, has 1.5 cm radius
and double-wall structure, where inner and outer layers have 0.6 mm and 0.35 mm thickness,
respectively, with cooling liquid® circulated through the space of 0.5 mm between them.

The DSSD’s are fabricated by HPK. The size of the DSSD for the layer 1-3 (4) is 28.4 x
79.2mm? (34.9 x 76.4 mm?) with 300 ym thickness. Each DSSD has 1024 and 512 sense strips
in z(p)-side and ¢(n)-side*, respectively. For the inner three layers, the z-strip (¢-strip) pitch
is 75 um (50 pm). For the fourth layer, the z-strip (¢-strip) pitch is 73 um (65 pm). Every
¢-strip for each DSSD is read out, while every other strip is read out in z-side. In total, 246
DSSD’s are used and the number of readout channels is 110,592. Flex circuits are used instead
of double-metal structure to read out the z-strips, which reduces the capacitance due to the
double-metal layer. Typical noise of a ladder is ~ 500-1100e~.

The readout chain for DSSD’s is based on the VA1TA integrated circuit. The VA1TA chip
is a 128-channel CMOS integrated circuit, produced by IDEAS, having a trigger capability in
addition to the preamplifier function. It is fabricated with the AMS 0.35 pm process and has
an excellent radiation tolerance of over 20 Mrad [30].

The impact parameter resolution for reconstructed tracks is measured as a function of the
track momentum p (measured in GeV/c) and the polar angle 6. It can be fitted with a function

form of
2
o=4[o1®+ (0—3) 5 (3.1)
p

and is symbolically written as
o=01D02/p. (3.2)

Here, p is the pseudo-momentum defined as

(3.3)

_ {pﬁ sin®269  for r-¢ side ,

- ps sin®?6 for z side .

As shown in Fig. 3.5, the impact parameter resolutions of SVD2 is better than those of SVDI1,
mainly owing to the smaller radius of the first layer. The impact parameter resolutions mea-
sured with the cosmic ray events are

ore (pm) =19.2@54.0/p, o, (um) =42.2¢44.3/p, (3.4)

for SVD1, and
ore (pm) =21.9@35.5/p, o, (um)=278¢31.9/p, (3.5)

for SVD2.

2-2 Central Drift Chamber (CDC)

The efficient reconstruction of charged particle tracks and precise determination of their mo-
menta are the prerequisite to almost all of the measurements in the Belle experiment. The
resolution of a transverse momentum p;, which is the momentum component transverse to
the z axis, is required to be op, /pr ~ 0.5%+/1 4+ p:2 (p: in GeV/c) for all charged particles
with p; > 100MeV/c in the polar angle region of 17° < 6 < 150°. In addition, the charged
particle tracking system is expected to provide important information for the trigger system
and particle identification information by the precise measurement of dE/dzx.

3Normal paraffin grade L, Nippon Oil Corp. (http://www.eneos.co.jp/english/)
4Note that z(¢)-side corresponds to the p(n)-side in the SVD2, while ¢(z)-side corresponds to the p(n)-side
in the SVDI1.
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Figure 3.4: Detector configuration of SVD2.
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Figure 3.5: Comparison of the impact parameter resolutions in the directions of r-¢ (left) and
z (right) measured with cosmic ray data.
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The central drift chamber (CDC) [32, 33] has been designed and constructed to meet above
requirements for the central tracking system. Since the majority of the B decay daughters have
momenta lower than 1 GeV /¢, minimization of multiple scattering is important to achieve the
required momentum resolution. A low-Z gas is selected to reduce the multiple scattering.

The structure of CDC used to collect DS-I is shown in Fig. 3.6. It is asymmetric in the
z, providing an angular coverage of 17° < 6 < 150°, which corresponds to 92% of the full
solid angle. The longest wires are 2400 mm long. The outer radius is 874 mm and the inner
one is extended down to 83 mm. CDC is a small-cell cylindrical drift chamber with 50 layers
of anode wires, which consist of 32 axial- and 18 stereo-wire layers, and three cathode strip
layers. Axial wires are parallel to the z axis, while stereo wires slant to the z axis to provide z
position information. Stereo wires also provide a highly efficient fast z-trigger combined with
the cathode strips. CDC has a total of 8400 drift cells. At the inner layers of CDC, three
cathode-strip layers are made for higher precision z measurement at the position where the
particles enter CDC, which is especially beneficial for the purpose of trigger.

In the summer of 2003, the inner part structure of CDC has been modified jointly with the
upgrade of SVD. The three inner layers with cathode strips were removed to make the space
for the upgraded SVD with larger radius. Instead, we have installed two layers of smaller cells,
which we call small-cell CDC (sCDC). The inner radius after the modification is 104 mm, while
the other geometry is unchanged. The sCDC maintains the performance of the Level-1 trigger
by keeping the number of inner layers used for the trigger to be five, which was six before the
modification. In addition, we exploit the small drift time due to the smaller cell to provide
additional information for the Level-0 trigger logic required by SVD, which was provided by
the information from TOF alone before the upgrade.

A low-Z gas mixture, consisting of 50% He and 50% ethane (C2Hg), is used to minimize
multiple Coulomb scattering to achieve a good momentum resolution, especially for low momen-
tum particles. Since low-Z gases have a smaller photo-electric cross section than argon-based
gases, they have the additional advantage of reduced background from synchrotron radiation.
Even though the gas mixture has a low-Z, a good dE/dx resolution is obtained by the large
ethane component.

The measured spatial resolution in the r-¢ direction® is ~ 120-150 ym with a dependence
on the incident angles and layers. The p; resolution obtained by the study using cosmic ray is

‘;p: (%) = /(0.28p)% + (0.35/8)° (v in GeV /) (3.6)

without the SVD information, and

‘;pt (%) = \/(0.19pt)2 +(0.30/8)*  (p in GeV/c) (3.7)
t
with the SVD information. (Fig 3.7)

The dF/dx measurement in CDC can distinguish particle species, since the mean energy
loss (dE/dz) for a charged particle is given as a function of the velocity, by Bethe-Bloch
formula. A scatter plot of the measured dE/dz and particle momentum is shown in Fig. 3.8,
together with the expected mean energy losses for different particle species. Populations of
pions, kaons, protons, and electrons can be clearly seen. The dE/dx resolution is measured to
be 7.8% in the momentum range from 0.4 to 0.6 GeV/c.

2-3 Aerogel Cerenkov Counter System (ACC)

Particle identification, particularly the identification of 7% against K*, plays an important
role in the many analyses of B decays. An array of silica-aerogel threshold Cerenkov counters

5We define the “r-¢ direction” as the axis that is perpendicular to the z direction on the plane of each DSSD.
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Figure 3.8: Charged track momenta vs. dF/dx observed in collision data.

is selected as a part of the Belle particle identification system. It covers the momentum range

between 1.5 GeV and 3.5 GeV with respect to the K /7% separation, extending the coverage

beyond the reach of dF/dx measurements by CDC and time-of-flight measurements by TOF.
The Cerenkov radiations are emitted in case of

n>%: 1+(@)2, (3.8)

p

where (3, m, and p are the velocity, mass, and momentum of the charged particle, respectively;
and n is the refractive index of the matter through which the particle is passing. Since m g+ >
M+, there is a momentum region where the pions emit Cerenkov light, while kaons and heavier
particles do not. Thus, one can identify pions against kaons by choosing proper refractive index
n for the momentum region of interest.

The configuration of ACC [34] is shown in Fig. 3.9. ACC consists of 960 counter modules
segmented into 60 cells in the ¢ direction for the barrel part and 228 modules arranged in five
concentric layers for the forward end-cap part of the detector. All the modules are arranged
in a semi-tower geometry, pointing to IP. A typical ACC module consists of five aerogel tiles
stacked in a thin (0.2 mm thick) aluminum box with an approximate size of 12 x 12 x 12cm?.

To detect the Cerenkov lights, two (one) fine-mesh type photomultiplier tubes (FM-PMTs)
are attached to each module in the barrel (end-cap) part. This FM-PMTs are designed to
operate in strong magnetic field of 1.5 T [35].

In order to obtain a good K * /7F separation for the required kinematic range, the refractive
indices of aerogels are selected to be between 1.01 and 1.03, depending on their polar angle
region. In barrel part, they are optimized for the momentum corresponding to the daughter
particles of B meson two-body decays. In end-cap part, they are optimized for the momentum
of K* from B cascade decays, which is advantageous in B flavor tagging.

The performance of ACC is confirmed using the decay process of D** — 7+ D%(— K—7t),
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where the identification of the charged particles from the D° decay can be determined without
using the ACC information, by the charge of 7 from the D** decay. Figure 3.10 shows the
number of photo-electron distribution of 7% and K in this decay process, where 7+ is well
separated from K, being consistent with MC.

120.7°

Figure 3.9: Arrangement of ACC in Belle detector.

2-4 Time-of-Flight Counter (TOF)

A time-of-flight (TOF) detector system using plastic scintillation counters is very powerful for
particle identification in e*e™ collider detectors. For a 1.2 m flight path, the TOF system with
100 ps time resolution is effective for particle momenta below about 1.2 GeV/c. Roughly 90%
of the particles produced in Y(4S5) decays are in this momentum region. It can provide clean
and efficient b-flavor tagging. In addition to particle identification, the TOF counters provide
fast timing signals for the trigger system. To avoid pile-up in the trigger queue, the rate of the
TOF trigger signals must be kept below 70 kHz. Simulation studies indicate that to keep the
fast trigger rate below 70kHz in any beam background conditions, the TOF counters should
be supplemented by thin trigger scintillation counters (TSC).

The following relation is satisfied between the time-of-flight 7" measured with TOF and the
momentum p measured momentum with CDC:

L L m\ >
r-G=n+(5) &

where L is a length of the flight. For example, when L = 120cm and p = 1.2GeV /¢, T = 4.0ns
for a pion (m,+ = 140MeV/c?), while T' = 4.3 for a kaon (my+ = 494MeV/c?). Thus, the
difference of T between pions and kaons is ~ 300 ps and K+ /7% separation with 30 significance
is obtained with the time resolution of 100 ps.

The Belle TOF system [36] consists of 128 TOF counters and 64 TSC counters. Two
trapezoidally shaped TOF counters and one TSC counter, with a 1.5cm intervening radial
gap, form one module. In total 64 TOF/TSC modules located at a radius of 1.2m from IP
cover a polar angle range from 34° to 120°. The minimum transverse momentum to reach
the TOF counters is about 0.28 GeV/c. The dimensions of a module are given in Fig. 3.11.
The modules are individually mounted on the inner wall of the barrel ECL container. The
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Figure 3.10: ACC number of photo-electron distribution for 7+ and K* from D** decays.
Each plot corresponds to the different set of modules with a different refractive index.

1.5 cm gaps between the TOF counters and TSC counters are introduced to isolate TOF from
photon conversion backgrounds by taking the coincidence between the TOF and TSC counters.
Electrons and positrons created in the TSC layer are impeded from reaching the TOF counters
due to this gap in a 1.5 T field. Fine-mesh photomultiplier tubes (FM-PMTs) are attached to
both ends of the TOF counter with air gaps of 0.1 mm. The air gaps for the TOF counter
selectively pass earlier arrival photons with small incident angle and reduce a gain saturation
effect of FM-PMTs due to large pulses at a very high rate. Since the time resolution is
determined by the rising edge of the time profile of arrival photons at PMT, the air gaps
hardly affect the time resolution. As for the TSC counters, the tubes are glued to the light
guides at the backward ends.

Figure 3.12 shows time resolutions as a function of z for forward and backward PMTs and
for the weighted average. The resolution for the weighted average is about 100 ps with a small
z dependence. This satisfies the requirement. Figure 3.13 shows the mass distribution for
each track in hadron events, calculated using Eq. (3.9) using the momentum of the particle
determined from the CDC track fit assuming muon mass. Clear peaks corresponding to pions,
kaons, and protons are seen. The data points are in good agreement with an MC expectation
(histogram) obtained assuming the time resolution of TOF oror = 100 ps.

2-5 Electromagnetic Calorimeter (ECL)

The main purpose of the electromagnetic calorimeter is the detection of photons from B meson
decays with high efficiency and good resolutions in energy and position. Since most of these
photons are end products of cascade decays, they have relatively low energies and, thus, good
performance below 500 MeV is especially important. On the other hand, since important two-
body decay modes, such as B — K*v and BY — 7%7%, produce photons energies up to 4 GeV,
good resolution for high momentum region is also needed to reduce backgrounds for these
modes. Electron identification in Belle relies primarily on a comparison of the charged particle
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Figure 3.11: Dimensions of a TOF/TSC module.
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Figure 3.13: Mass distribution from TOF measurements for particles with momenta below
1.2 GeV/c. The histogram corresponds to MC distribution.

momentum and the energy deposits in the electromagnetic calorimeter. Good electromagnetic
energy resolution results in better hadron rejection against electron. High momentum 7°
detection requires the separation of two nearby photons and a precise determination of their
opening angle. This requires a fine-grained segmentation in the calorimeter.

In order to satisfy the above requirements, we use a highly segmented array of CsI(T1)
crystals with silicon photodiode readout installed in a magnetic field of 1.5 T inside a super-
conducting solenoid magnet. CsI(T1) crystals have desirable features of a large photon yield,
weak hygroscopicity, mechanical stability, and moderate price.

The overall configuration of the Belle calorimeter system, ECL [37], is shown in Fig. 3.14.
ECL consists of the barrel section of 3.0m in length with the inner radius of 1.25m and the
annular end-caps at z = +2.0m and —1.0 m from IP. Each crystal has a tower-like shape and is
arranged to point almost to IP. There are small tilt angles from the direction exactly pointing to
the IP to avoid photons to escape through the gap of the crystals. In the barrel section the tilt
is ~ 1.3° in the 0 and ¢ directions. Forward (backward) end-cap crystals are tilted by ~ 1.5°
(~4.0°) in the @ direction. The calorimeter covers the polar angle region of 17.0° < § < 150.0°,
corresponding to a total solid angle coverage of 91% of 4w sr. Small gaps between the barrel
and end-cap crystals provide a pathway for cables and room for supporting structures of the
inner detectors. The loss of solid angle associated with these gaps is approximately 3% of the
total acceptance. The entire system contains 8736 CsI(T1) counters and weighs 43 tons.

The size of a crystal in the #-¢ direction is determined so that a crystal contains approx-
imately 80% of the total energy deposit by a photon injected at the center of its front face.
The typical dimension of a crystal is 55 mm x 55 mm at front face and 65 mm x 65 mm at rear
face for the barrel part. The length (in r direction) is 30 cm, which corresponds to 16.2 X,
(radiation length). This length is long enough to avoid deterioration of the energy resolution
at high energies due to the shower leakage from rear of the counter.

The energy dependence of the average position resolution estimated by MC and can be

approximated by
3.4 1.8
o(mm) =027+ —+ —
) VB VE
which is shown in Fig. 3.15. As can be seen in the figure, the estimation is well consistent with
the result of the beam test [37] in the measured energy region. The energy resolution given by

(E in GeV) , (3.10)
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the beam test is

%E (%) = \/(%)2 + (%)2 +1.342 (E in GeV). (3.11)

This is consistent with the collision data calibrated by ete™ — eTe™ (Bhabha) events, where
the energy resolutions are 1.5%, 1.9%, and 2.5% for the barrel, forward, and backward ECL,
respectively. (Fig. 3.16)
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Figure 3.14: Configuration of ECL.

2-6 K? and Muon Detection System (KLM)

KLM [38] is designed to identify K9 and muon with high efficiency over a broad momentum
range greater than 600 MeV/c.

KLM consists of alternating layers of charged particle detectors and 4.7 cm-thick iron plates.
The barrel-shaped region around IP covers an angular range from 45° to 125° in the polar
angle and the end-caps in the forward and backward directions extend this range to 20° and
155°. There are 15 detector layers and 14 iron layers in the octagonal barrel region and 14
detector layers in each of the forward and backward end-caps. The iron plates provide a total
of 3.9 interaction lengths of material for a particle traveling normal to the detector planes.
In addition, ECL provides another 0.8 interaction length of material to convert K?. K? that
interacts in the iron plates of KLM or ECL produces a shower of ionizing particles. The
position information of this shower with respect to the IP determines the flight direction of
K?, while the fluctuations in the size of the shower is so large that it is impossible to measure
the energy of K? in useful resolution. The multiple layers of charged particle detectors and
iron allow the discrimination between muons and charged hadrons (7 or K*) based on their
range and transverse scattering. Muons travel much farther with smaller deflections on average
than strongly interacting hadrons.
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Figure 3.16: Energy resolutions calibrated and measured with ete~ — ete™ (Bhabha) events.
The plots correspond the overall average (top left) and each of the barrel (top right), forward
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The detection of charged particles is provided by glass electrode resistive-plate counters
(RPCs). Resistive plate counters have two parallel plate electrodes with high bulk resistivity
(> 10'° Qcm) separated by a gas-filled gap. We choose a incombustible mixture of 62% HFC-
134a, 30% argon, and 8% butane silver. Butane silver is a mixture of approximately 70%
n-butane and 30% iso-butane. In a streamer mode, an ionizing particle traversing the gap
initiates a streamer in the gas that results in a local discharge of the plates. This discharge is
limited by the high resistivity of the plates and the quenching characteristics of the gas. The
discharge induces a signal on external pickup strips, which can be used to record the location
and the time of the ionization.

Figure 3.17 shows the cross-section of a superlayer for the barrel region, in which two RPCs
are sandwiched between the orthogonal § and ¢ pickup strips with the ground planes for signal
reference and proper impedance. This unit structure of two RPCs and two readout planes is
enclosed in an aluminum box and is less than 3.7 cm thick. Each RPC is electrically insulated
with a double layer of 0.125 mm thick mylar. Signals from both RPCs are picked up by copper
strips above and below the pair of RPCs, providing a three-dimensional space point information
for particle tracking. Each barrel module has two rectangular RPCs with 48 z pickup strips
perpendicular to the beam direction. The smaller seven superlayers closest to IP have 36 ¢
strips and the outer eight superlayers have 48 ¢ strips orthogonal to the z strips. Each end-cap
superlayer module contains 10 m-shaped RPCs and have the 96 ¢ and 46 6 pickup strips.

Figure 3.18 shows a histogram of the difference between the direction of the neutral cluster
(K? candidate) detected by KLM and the missing momentum direction in data. The miss-
ing momentum vector is calculated using all the other measured particles in the event. The
histogram shows a clear peak where the direction of the neutral cluster measured in KLM is
consistent with the missing momentum in the event, indicating correct detection of K9. The
non-peaking flat-distributed component in the histogram is mainly due to undetected neutrinos
and particles escaping the detector acceptance.

2-7 Extreme Forward Calorimeter (EFC)

EFC® [39] extends the polar angle coverage by ECL, which is 17° < § < 150°. EFC covers the
angular range from 6.4° to 11.5° in the forward direction and 163.3° to 171.2° in the backward
direction. EFC is also required to function as a beam mask to reduce backgrounds for CDC.
In addition, EFC is used for a beam monitor for the KEKB control and a luminosity monitor
for the Belle experiment. It can also be used as a tagging device for two-photon physics. Since
EFC is placed in the very high radiation level area around the beam pipe near IP, it is required
to be radiation hard. Thus, a radiation-hard BGO (Bismuth Germanate, BisGezO12) crystal
calorimeter is used for EFC. The detector is segmented into 32 in ¢ and 5 in 6 for both the
forward and backward detectors. The radiation lengths of the forward and backward crystals
are 12 and 11, respectively.

The energy sum spectra for eTe™ — eTe™ (Bhabha) events show a correlation between the
forward and backward EFC detectors as expected. A clear peak at 8 GeV (3.5 GeV) with a
resolution of 7.3% (5.8%) in rms is seen for the forward (backward) EFC.

2-8 Solenoid Magnet

A superconducting solenoid provides a magnetic field of 1.5 T in a cylindrical volume of 3.4 m
in diameter and 4.4 m in length [40]. The coil is surrounded by a multilayer structure consisting
of iron plates and calorimeters, which is integrated into a magnetic return circuit. The iron
structure of the Belle detector serves as the return path of magnetic flux and an absorber
material for KLM. It also provides the overall support for all of the detector components.

6EFC is not explicitly used in this analysis.
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2-9 Trigger System (TRG)

The cross section for physics events of interest, like et e~ — BB event, is smaller than those of
the background processes, like ete™ — wu. Thus, they have to be triggered by appropriately
restrictive conditions. In addition, high beam backgrounds are also expected due to the high
beam current. Since the rates are very sensitive to actual accelerator conditions, it is difficult
to make a reliable estimate. Therefore, the trigger system is required to be robust against
unexpectedly high beam background rates. The trigger conditions should be flexible so that
background rates are kept within the tolerance of the data acquisition system, while the effi-
ciency for physics events of interest is kept high. It is important to have redundant triggers to
keep the efficiency high even for varying conditions. The Belle trigger system is designed to
satisfy these requirements.

The Belle trigger system consists of the Level-1 hardware trigger and the Level-3 software
trigger. The latter is designed to be implemented in the online computer farm. Figure 3.19
shows the schematic view of the Belle Level-1 trigger system [41]. It consists of the sub-detector
trigger systems and the central trigger system called the Global Decision Logic (GDL). The sub-
detector trigger systems are classified into two categories: track triggers and energy triggers.
CDC and TOF are used to yield trigger signals for charged particles. CDC provides r-¢
and r-z track trigger signals. The ECL trigger system provides triggers based on the total
energy deposit and the cluster counting of crystal hits. These two categories allow sufficient
redundancy. The KLM trigger gives additional information on muons and the EFC triggers are
used for tagging two photon events as well as Bhabha events. The sub-detectors process event
signals in parallel and provide trigger information to GDL, where all information is combined
to characterize an event type.

Accompanied with the upgrade of SVD in the summer of 2003, we have implemented trigger
capability using the track information from SVD. Though we do not use it for the data taking
currently, it has proved to effectively reduce the trigger rate with slight loss of the events of
interest and to be useful in future when the accelerator is improved to have higher beam current
and the beam background gets larger.

The trigger system provides the trigger signal with the fixed time of 2.2 us after the event
occurrence. The Belle trigger system, including most of the sub-detector trigger systems, is
operated in a pipelined manner with clocks synchronized to the KEKB accelerator RF signal.
The typical Level-1 trigger rate as of October 2006 is ~ 400-600 Hz, which is well below the
requirement, < 800 Hz, from the current data acquisition system (DAQ). The trigger rate is
dominated by the beam background. The trigger efficiency is monitored from the data using
the redundant triggers. Each of the multitrack, total energy, and isolated cluster counting
triggers provides more than 96% efficiency for multi-hadronic data samples. The combined
efficiency is more than 99.5%.

2-10 Data Acquisition System (DAQ)

In order to satisfy the data acquisition requirements so that it works at ~ 400kHz with a
deadtime fraction of less than 10%, the distributed-parallel system is devised. The global
scheme of the original system is shown in Fig. 3.20. The entire system is segmented into
seven subsystems running in parallel, each handling the data from a sub-detector. Data from
each subsystem are combined into a single event record by an event builder, which converts
“detector-by-detector” parallel data streams to an “event-by-event” data river. The event
builder output is transferred to an online computer farm, where another level of event filtering
is done after the fast event reconstruction. The data are then sent to a mass storage system
located at the computer center via optical fibers. With this system, a deadtime fraction of
~ 8% for the Level-1 trigger rate of 400 Hz is achieved.

To date, the DAQ system has undergone several improvements to keep up with the in-
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Figure 3.19: Schematic figure of the Level-1 trigger system for Belle detector.
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creasing luminosity and beam background. The upgrade of SVD in the summer of 2003 also
involved the entire replacement of the DAQ part of the SVD, enhancing the performance of the
system such that the deadtime of the SVD DAQ is not a bottleneck for the whole DAQ system
anymore. At the same time, some other parts of the DAQ system has also been modified. The
DAQ subsystem for some sub-detectors with large numbers of channels are subdivided and the
degree of parallelism is enhanced. These modifications greatly improved the performance of
the DAQ system as a whole and now it achieves ~ 2% deadtime fraction for the Level-1 trigger
rate of 400 Hz. This is well acceptable for the current trigger rate of ~ 400-600 Hz. There is
also an upgrade in the lower stream of the system. A PC farm to perform the event recon-
struction (RFARM) is introduced at the lowest stream, which makes it possible to reconstruct
the events simultaneously with the data taking. This system has been in full operation since
the summer of 2004 and now the raw data is not stored.
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Figure 3.20: An overview of the original Belle DAQ system.
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Analysis Tools and Techniques

1 Particle Identification

In this section, we describe our strategy of the particle identification. Particle identification
plays important roles in 1) the suppression of the b — ¢ decay backgrounds such as BY —
D7%(D° — K*+77), which has large branching fraction and can mimic B® — 7+7~ 7% without
K™ identification, and 2) the flavor tagging, where the charges of the identified leptons and
strange particles are very important.

1-1 K=*/n* Identification

We discriminate between K* and 7% by combining following three measurements [42]:
e CDC measurement of dE/dx,
e TOF measurement, and

e ACC measurement of the number of photoelectrons (Npe).

The three measurements covers different momentum regions; Fig. 4.1 shows the momentum
coverage of each measurement for the K* /7% separation. We model the probability density
functions (PDF’s) from the responses of the detectors for each of K* and 7F; the likelihood
functions for each detectors are calculated based on the PDF’s. The product of the three
likelihoods for the three measurements is the overall likelihood probability for being a kaon
(Lk) or a pion (L;). A particle is then identified as a kaon or a pion by a selection criterion
based on the likelihood ratio R /n:

_Lrx
£K+£7r .

The validity of the K* /7% identification is demonstrated using the data of the charm decay
chain of D** — D%+ (D° — K—7t). In the decay chain, we can use the charge of the 7
from the first D** decay to determine the K* /7% identification of the charged tracks from
the subsequent D° decays. Note that the mass difference between D*T and D° is 145 MeV,
which is only ~ 6 MeV above the 7% mass, and thus the 7 from the first decay of D*t has
characteristic low momentum. This makes it possible to obtain a very pure sample (S/N > 30)
without relying on the information of particle information. Figure 4.2 shows a two-dimensional
distribution of the likelihood ratio R /> and measured momenta for the kaon and pion tracks.
The figure demonstrates the clear separation between kaons and pions up to around 4 GeV/c.
The measured K efficiency and 7 fake rate in the barrel region are plotted as functions of the
track momentum in Fig. 4.3, where a selection criterion of R/, > 0.6 is applied.
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Figure 4.1: Momentum coverage of each detector used for K+ /7% separation.
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Figure 4.2: A scatter plot of the track momentum (vertical axis) and the likelihood ratio
R/ (horizontal axis) for K= (closed circle) and 7% (open circle) obtained from the data of
D*t — D7t (D° — K~a) decays. Strong concentration in the region of Ry ~ 1 (~ 0) is
observed for K* (7%) over a wide momentum region up to ~ 4 GeV/c.
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Figure 4.3: K efficiency and 7 fake rate in the barrel region measured using the data of
D**t — Dz (D% — K~7") decays. The selection criterion of R/, > 0.6 is applied here.

1-2 Electron Identification
We use the following five discriminants to distinguish electrons against hadrons and muons [43]:

Matching x? Matching between the position of the charged track extrapolated to the ECL
and the energy cluster position measured by the ECL. An electron show a good matching,
i.e., small x?, since the electromagnetic shower in the ECL develops along the electron
track. On the other hand, the matching is worse for the hadrons, since the energy deposit
by a hadron comes from interactions such as 7*n — 7% (7° — 4y — EM shower)
where the flight directions of the secondary 7° and the subsequent v are not always well
correlated with that of the primary n*. (Fig. 4.4, left)

E/p ratio The ratio of the energy measured by the ECL, E, and the charged track momentum,
p, measured by the CDC. An electron yields E/p ratio of ~ 1 since it deposits almost all
of its energy in ECL, while a hadron does not. (Fig. 4.4, middle)

E9/E25 ratio Transverse shower shape at the ECL, defined as the ratio between the energy
deposit in the 3 x 3 array of ECL crystals around the cluster center (E9) and that in
the 5 x 5 array (E25). Electrons have a peak at around F9/E25 ~ 1 with small tail
in the small £9/FE25 region, while hadrons have larger tail in the small £9/E25 region.
The reason is the same as the case of matching x?; secondary 7° and + from the hadron
interaction tend to have large transverse momentum and energy deposit can spread over
a wide region. (Fig. 4.4, right)

dE /dx in the CDC Electrons and hadrons with the same momenta have different velocity
and thus exhibit different dE/dzx.

Light yield (INpe) in ACC Electrons and hadrons with the same momenta have different
velocity and thus yield different amount of light in ACC.

Corresponding to all the five discriminants, likelihood functions are calculated for electrons
and non-electrons. Here the non-electrons are the mixture of the particles other than electrons
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(hadrons and muons), whose composition is obtained relying on the MC of generic B decays.
The total likelihood functions for electrons (L£.) and non-electrons (Lz) are defined as the
products of the five likelihood functions. With the total likelihood, we define the likelihood
ratio R e:

_ L
ST LN Lo
which we use for track selection criteria. Figure 4.5 shows the likelihood distributions for elec-
trons and pions, where electrons are identified. The performance of the electron identifications,
i.e., the efficiency and the fake rate, is well calibrated using various processes of eTe™ — eTe ™7,
ete™ — eTe~ete™, hadronic events with a single e®, hadronic events with photon conversion,
and J/1 — eTe™, where the difference between data and MC is studied and well understood.

R (4.2)

1-3 Muon Identification

Muon identification [44] is based on the difference of interaction in material between muons and
hadrons. Since a muon are a massive lepton, it deposits its energy only through the multiple-
Coulomb scattering, while an electron, the almost massless lepton, deposits its energy by the
creation of an electromagnetic shower and a hadron deposit their energy through hadronic
interactions. Electrons fully deposit their energy in the ECL and rarely reach KLM and thus
can be easily distinguished from muons.

Muons are identified against hadrons as follows. A track is extrapolated from the CDC to
the KLM and associated KLM hits are searched; a track is re-fitted with those associated KLM
hits, assuming that a track deposit its energy only by multiple scattering; we use the following
two information obtained in this procedure for the muon identification:

e Range of the associated KLM hits. The difference between measured and expected ranges
is used as the discriminant, and

e Goodness of the matching between the position of the associated KLM hits and that
obtained by extrapolating the CDC track.

The likelihood functions are calculated for the two discriminants; we calculate the total
likelihood functions for muons (Lﬁ'ID), pions (£41P) and kaons (E“K'ID), as the products of
the likelihood functions of the discriminants. Based on the likelihood functions, the muon
likelihood ratio (R, /x k) is calculated:

p-1D
Eu

Eﬁ_ID +£#—ID +£§L{—ID :

RM/T(,K = (43)

Figure 4.6 shows the efficiency for muons and the fake rate for pions estimated using the data
of ete™ — ete putu™ and Kg — n7n~. For momentum above 1 GeV, the efficiency is above
~ 90% while the fake rate is below ~ 2%.

2 Flavor Tagging

In the measurement of C'P violation, we need to know the flavor of the B that decays into fiag,
which we call By,g, in the decay chain of Y(4S) — B'B? — fop frag, where fop = ntn—n0 in
this analysis. We use the charged track information inclusively, except for that of the tracks
in the 77~ 70, In this section, we describe the algorithm to determine the flavor of Bag from
the inclusive track information.

The flavor tagging algorithm used at Belle is called as multi-dimensional likelihood (MDLH)
method [45]. The flavor of the Bi.g is determined based on the charge information of the
following characteristic final state particles (Fig. 4.7):
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Figure 4.4: Cluster-track matching x? (left), F/p (middle), and E9/E25 (right) distributions
for electrons (solid line) and charged pions (broken line).
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Figure 4.5: Likelihood ratio for the electron identification (R./z). Solid and broken histograms
correspond to the electrons and charged pions, respectively.
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Figure 4.6: Muon efficiency and pion fake rate depending on the track momentum. Here, the
criterion of R /> x > 0.9 is applied.

e high momentum leptons from B — XI[*v,

intermediate momentum leptons from the cascade decay B — DX, D — Kl*v,

kaons from the cascade decay B — DX, D — K*Y,

e high momentum pions from B — D™ rE decays,
e slow pions from B — D**X, D** — Dz®, and
e A from the b — ¢ — s cascade decay.

The flavor tagging proceeds in two steps: track-level and event-level. In the track-level flavor
tagging, the information of the tracks, such as the charge, momentum, and particle ID, are
examined and the likelihood of the mother By, being BY or BY is calculated for each of the
track categories. We describe the flavor tagging information by giag - 7. Here, grag = +1(—1)
when Bi,g is likely to be BY(B%) and r describes the confidence on the iy decision, where
r = 1 when the decision is 100% confident and r = 0 for 0% confidence, i.e., gtag = +1 and
gtag = —1 will be given randomly for the case of 7 = 0. In the event-level flavor tagging,
we combine all the track-level likelihood and calculate event-level likelihood. The obtained
event-level likelihood is calibrated using the data of the control sample and then used in the
physics analysis.

2-1 Track-level Flavor Tagging

The track-level consists of four categories (slow pion, lambda, kaon, and lepton) of flavor
tagging lookup tables, which are used to calculate the likelihood. Charged tracks which do
not belong to fcp = 7w~ 70 are used in the track-level tagging algorithms. These tracks
are required to be associated with the interaction point (IP) except the one used in K§ or A
recontruction. The minimum distance between the track and IP is required to be less than
2cm z-y plane and 10 cm in 2 axis.
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Figure 4.7: Conceptial figure of the characteristic charged tracks used for the flavor tagging. r
and e correspond to the quality and efficiency of each category, respectively.
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Slow Pion Category A charged track which has a momentum < 0.25 GeV/c in the center
mass system (cms) is used for slow pion tags. These tracks cannot be kaon like, according
to their particle identcation likelihood ratio, R /.. The following variables are exploited
to calculate the likelihood: the track’s 1) charge, 2) momentum and 3) polar angle in the
laboratory frame, 4) the angle between the slow pion and the thrust axis of rest of the
tag side particles in the cms (aun,), and 5) a pion/electron identcation ratio R/, from
dE /dxr measurements. The angle ayy, is useful to suppress the background from non-D*
decays. The ratio R,/ provides additional power for removing background electrons
from photon conversion.

Lambda Category A pair of oppositely charged tracks is reconstructed as a A candidate.
One of the tracks should be identified as a proton. The A candidate is required to
have an invariant mass, M., in the range of 1.1108-1.1208 GeV/c? The angle between
the candidate A momentum and the A flight direction (estimated by the IP and the
candidate A vertex), f4ea, should be less than 30°. The distance between the tracks in z
axis at the A vertex position, Az, should be smaller than 4 cm. The flight distance in z-y
plane of the candidate A is required to be larger than 0.5 cm. The lookup table includes
the flavor of A; My, Ogen, and Az described above; and the presence of K2 candidates
as the discriminant.

Kaon Category A charged track which is not positively idented as a lepton or a proton is
included in this category. The flavor information from the kaon in the b — ¢ — s decay
is the main concern. The fast pions from B — D™ z% decays are also included!. The
lookup table includes the following variables as the discriminant: the charge of the target
track, the presence of K3 candidates, the momentum of the track in the cms, the polar
angle of the track in the laboratory frame, and the K* /7% identcation likelihood ratio

(RK/ﬂ‘)'

Lepton Category The lepton tag is the most powerful tagging method. High momentum
electrons and muons from the B — X% v decays and the intermediate momentum leptons
in the decay chain of B — DX, D — Kl*v are considered. A charged track with a
momentum greater than 0.4 GeV/c and electron likelihood larger than 0.8 is included
as an electron candidate. A muon candidate is required to have a momentum greater
than 0.8 GeV/c and muon likelihood larger than 0.95. The lepton momentum in the cms
frame and the polar angle of the track in the laboratory frame are used in the discriminant
as basic information. The lepton identcation likelihood is included for the selection of
higher purity leptons. The lepton momentum can distinguish between the leptons from
the primary B — X1#v decays and those from the secondary D — Kl*v decays, which
is important since the charges of the leptons are opposite for the primary and secondary
from the same flavor of Bias. The variables of recoil mass and missing momentum also
provide information about these two types of decays; the recoil mass may indicate the
presence of D mesons, and the missing momentum indicates the momenta of neutrinos.

All the output are calculated based on the lookup tables prepared with MC. The MC events
distribute over the lookup tables, where the number of BY events (N(B°)) and that of B°
events (N(B°)) are defined for each bin. Based on the prepared lookup table, the likelihood
for a track being from B° (£(B°)) and B° (L£(B°)) are calculated by the N(B°) and N(B°)
of the lookup-table bin where the track is located, as

N(B?)

LB = N(BY) + N(B?)

: (4.4)

IThis is achieved automatically, since we do not apply a cut criterion on the particle ID information, R j /s
but use it as a discriminant in the lookup table. In this manner, kaons and pions are treated together without
discrete distinction.
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L(B%) =1-£(B% . (4.5)
The (gtag - ) as the output of the track-level flavor tagging is calculated from the likelihood as

£(B°) — £(B°)

L(B°) + L(BY) o

Gtag " T =

2-2 Event-level Flavor Tagging

The flavor tagging information at the track-level are combined into a single g, and r for each
event, as shown in Fig. 4.8. In the lepton and slow pion categories, the tracks with the highest
r value is chosen as an input for the event-level flavor tagging. On the other hand, kaon and A
categories are combined by taking a product of the likelihood for all the tracks and A candidates
in these categories and the product is used to calculate (giag - 7) as the input for the event-level
flavor tagging. This strategy gives a better result than choosing the one track or candidate
with the highest r value. A three dimensional event-level lookup table is prepared with those
three (gag - 7) values as the input. The likelihood and the resultant event-level (giag - ) are
calculated from the lookup table in the same manner as the track-level flavor tagging.

( Information on charged tracks )
Track-level

| | - } | look-up tables
I Slow pion Lambda I ! Kaon Lepton I
Select track Calculate Select track

with combined "q.r" with
largest "r" largest "r"

q.rJ (q.r)K/A Jq.r

Event-level look-up table

l—» Flavor information "g" and "r"

Figure 4.8: A schematic diagram of the flavor tagging algorithm.

2-3 Calibration and the Resultant Performance

Since the lookup tables used above are all based on MC, the performance, or the fraction of
wrong-tag, has to be calibrated with data. We describe our method to calibrate it with data
in the followings.

The wrong-tag effect enters in our observation as follows. Provided that we have a true
At-giag PDF in general, P;(At, giag), the distribution we observe, P(At, gtag), is diluted by the
wrong-tag effect as

P(At, qtag> = (1 — U))Pt(At, qtag) =+ th(At’qtag) 5 (47)
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where w is the wrong-tag fraction® and G, = —1(+1) for grag = +1(—1). For example, in the
case of C'P-violation measurement, the P;(At, giag) is given by Eq. (2.92) of chapter 2 as

1
PO, grag) = =170 {14 uag - [ Ao cos(Amalst) + Spep sin(Amat)| | (48)

TRO
where Tgo = 1/I" and overall constant factor is determined to make the PDF normalized to be
unity. Then, the distribution with the wrong-tag effect taken into account is

P(Atv qtag)

1
= ¢ 1At/ {1 + Grag (1 — 2w) | Asop cos(AmgAt) + Ssop sin(AmdAt)} } .

4TBU

(4.9)

In practice, the situation is more complex. First, in order to make full use of the statistical
power of the output from the flavor tagging, we introduce six regions of the tagging quality
rm 0 <r <025 025 <r <05 05 <r <0.625, 0625 < r < 0.75, 0.75 < r < 0.875,
and 0.875 < r < 1.0. We treat the events in the different regions separately. The wrong-tag
fraction has to be defined for each region as w;, where [ = 1,2,--- |6 is the index over the r
regions. Secondly, the wrong-tag fraction can be different for B® and B°3. With the wrong-tag
probability for B°(B°) decay defined as w;" (w; ), Eq. (4.7) is rewritten as

P(At, Grag = +1) = (1 — w; ) P(At, +1) +w; P(At, 1),

_ L (4.10)
P(At, gag = —1) = (1 —w; ) Py(At, —1) + w, P,(At, +1) ,
and Eq. (4.9) is
P(Ata Qtag) = P(At7 Gtag l)
1
= Ee*mt'/%” {1 — Grag AW + Grag (1 — 2wy) | Afep cos(AmgAt) + Sy sin(AmdAt)} } ,
(4.11)

where Aw; = w; —w;” and w; = (w;" +w; )/2. Here, Awy is called wrong-tag fraction difference
and its absolute value is much smaller than w;. The 12 values in total, w; and Awy, are the
parameters to be calibrated.

Another useful example is the case to observe B%-B? mixing. In this case, instead of fop
we measure the decay chain of Y(49) — BYB® — fay fiag, where fg, is a final state of flavor
eigenstate for B® or B°. In this case, the P;(At, Gtag) Without the wrong-tag effect is

1

TRO

Pt(At7 Qtag) = Pt(At7 gfiv, Qtag) = S e_‘At‘/TBO {1 — QfivQtag COS(AmdAt)} s (4.12)

where gg, = 4+1(—1) when fg, is the flavor eigenstate of B(B°). The distribution we observe
in this case is

P(At, Qtag) = P(At7 Grec; Qtag, l)

1 _
=5 o~ 1At/750 {1 — Grag AW — GvGrag (1 — 2wy) cos(AmdAt)} )
B

(4.13)

The key observation here is that the amplitudes of the terms proportional to e ~12t/750 and
e~ 1AU/T50 cos(AmgAt) are only dependent on w; and Aw;. We exploit this fact to calibrate

2Note that there is a relation of r = 1 — 2w by construction of r, if the MC were perfect.

3This effect arises from the fact that our detector is made of matter, not antimatter; the detection efficiency
can be different for a particle and an antiparticle, such as K and K ~. This potentially makes the asymmetry
of the wrong-tag fraction between B° and BO.
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w; and Aw; with data. Choosing the control sample events with final states of D) ~7xt,
D*pT, and D*"ITv as the fg,, we perform a time-dependent fit and determine the w; and
Aw;. Figure 4.9 shows the fit result. The vertical axis is (Nor — Nsr)/(Nor + Nsr), where
Nor(sr) is the number of events with gayqiag = —1(+1) in each |At| bin. As can be seen in
the figure, the mixing amplitudes are larger for the bins with large r than those with small r,
reflecting the fact that the events with large r have small wrong-tag fraction. Table 4.1 lists
the parameters obtained by the fit, which we use in the time-dependent Dalitz plot analysis.
Effective tagging efficiency is defined as

€tag = Zflwl , (4.14)

where F! is the event fraction for each tagging quality region [; we achieve €qag ~ 30%.
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Figure 4.9: Fit result of the time-dependent fit to the B%-B® mixing. The plots from top-left
to bottom-right correspond to the events with [ = 1,2,--- ,6, respectively. The amplitude of
the oscillation is large in the region with large [, since the dilution effect is small there.

3 Proper-Time Difference Reconstruction

We need to measure the proper-time difference of two B meson decays, At, to observe the
time-dependent C'P asymmetry. Since the Y (4S5) is produced in a boosted system, where the
boost factor is (B7y)y = 0.425, and the momenta of B’s in the YT (4S5) rest frame are small, At
is related to the position difference between the decay vertices of two B mesons, Az, as

B Az _ ZCP — Ztag
CeB)r B

Here zcp and ziae are the decay vertex positions of the Bop (B decaying to 77~ 7") and
the Byag (tag-side B), respectively. Described in this section is the method to reconstruct the
vertex positions from the information of charged tracks and the interaction point (IP).

At

(4.15)
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Table 4.1: Wrong tag fractions w; and wrong tag fraction difference Aw; obtained from the
time-dependent fit to the B°-B° mixing. Most of the wrong tag fraction differences are con-
sistent with zero.

DS-1 DS-II

l wy Awl l wy Awl

1 0.4644+0.006 —0.011+ 0.006 1 0.467+0.006 +0.005=+0.007
2 0.331+£0.008 +0.004 +0.010 2 0.324+£0.007 —0.029+0.009
3 0.231+£0.009 —-0.011+0.010 3 0.223+0.010 +0.019+0.011
4 0.163£0.008 —0.007 =+ 0.009 4 0.160£0.011 +0.008 £0.011
5 0.109+0.007 +40.016 £ 0.009 5 0.101£0.009 —-0.022+0.010
6 0.020£0.005 40.003 £ 0.006 6 0.020+£0.006 +0.003 + 0.006

3-1 Interaction Point (IP) Profile

We use the constraint of interaction point, which is the collision point of the electron and
positron beams, to improve the efficiency and position resolution of the vertex reconstruction.
With this information, we can reconstruct the vertex position even from a single charged track.

We treat the IP as profile, the distribution accumulated and averaged over a certain range
of events. The IP profile is calculated from the following information:

Fill-by-fill (run-by-run) information The IP distribution measured by Belle detector ac-
cumulated over each beam fill (run)?. This information is used to determine the rotation
of IP with respect to the detector coordinate, (6;,6,,0.), and the detector-measured
size of IP in the rotated coordinate, (o5, 07‘;}95, o). The typical scale of the size is
~ (100 pm, 70 gm, 3 mm).

Event-by-event information The IP distribution measured by Belle detector accumulated
over each 10,000 events, which is usually smaller than the number of events for each run.
This information is used to obtain the mean position of the IP: (14, fty, pt).

KEKB accelerator information The run-by-run beam size information offered by KEKB
accelerator, from which we calculate the KEKB-measured size of IP in (z,y) direction
only, (o2, O’ZCC), whose typical size is (70 um, 5 pm). Note that the cross-section of the
beams are designed to be elliptical and thus o3 > 7.
For the first two items measured with Belle detector, we use hadronic events, which consists
of eTe™ — ¢q (¢ = u,d, s, c) continuum events and ete™ — BB events. Since the continuum
events have dominant contribution, the tracks are considered to be coming from the primary
vertices of the ete™ collision. The detector-measured size is affected and smeared by detector
resolution.
From the above measurements, we calculate the profile of IP as follows. For the mean
position and the rotation, we use the measured (fi, iy, ti) and (6,6,,6.) as they are. For the
size, on the other hand, we use following values calculated based on the measured information:

o = 3 (02)? — (o312

_ _acc 4.16
Oy = O'y y ( )
Oy =05 .

4Until 2002, this information of IP profile was calculated for each beam fill. Since 2003, having large enough
luminosity, it has been calculated for each run, which is smaller unit for the region of events than the fill. (A
fill consists of several runs.) Note that now we do not have the concept of fill, since KEKB is operated in the
continuous injection mode.
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The reason we obtain o by this relation is that ;7" can be considered to be detector resolution

since o) > 0. Note that the detector resolution in z direction (~ 0.1 mm) is much better
than ¢2'* ~ 3mm and thus we can use ¢}*® for o./. The typical size of the (05,0, ,0,/) is
(70 pm, 5 pm, 3mm). In the physics analysis, we convolve the obtained (o4, 0y, 0,) with 1)
the uncertainty of (us, iy, t-) measurement and 2) B flight effect, which we estimate to be
21 pm in z and y directions; and use it for the vertex reconstruction.

3-2 Vertex Reconstruction of Bcp

The vertex position of Bop — ntn~ 70 decay is reconstructed using two charged tracks of
the 77 and 7, and IP. We require the charged tracks to have sufficient number of SVD-hits
associated; a 2-D hit and another z hit is the least requirement in DS-I, while two 2-D hits is
at least required in DS-II. Here, a 2-D hit is a set of r-¢ hit and z hit in a single SVD layer
associated with the same charged track. Only the tracks satisfying this requirement are used
for the vertex reconstruction; the vertex reconstruction fails when both of the two charged
tracks in an event does not satisfy the requirement.

3-3 Vertex Reconstruction of By,

The decay vertex of the Bi,g is determined inclusively from the tracks that are not assigned
to Bop and satisfy the requirement of SVD-hits, where the SVD-hit requirement is the same
as that for Bop vertex reconstruction. Further selection criteria are carefully chosen and
required to minimize the effect of poorly-reconstructed tracks and long-lived particles, such as
D mesons and K g. The effect of the secondary charm decay moves the decay vertex position of
the Biags toward charm flight direction. It also significantly degrades the vertex resolution. For
this reason, the resolution of Az = zcp — 2tag measurement is dominated by that of tag-side
vertex, Ziag. The followings are the requirements to the tracks:

e The track must be associated with sufficient number of SVD-hits (the same requirement
as C'P-side).

e The estimated track error in z direction, ¢,, must be less than 500 um to remove poorly
reconstructed tracks.

e Tracks from K2 candidates are rejected; a pair of tracks is rejected when the invariant
mass of the two tracks, mr, satisfies [mrr —mgo| < 15 MeV/c?, where Mo is K2 mass.

e Tracks with impact parameter to the C'P-side vertex position in ¢ plane (6r) greater
than 500 ym are rejected for the further reduction of the K2 daughter.

With the tracks that satisfy the requirements and IP constraint, we reconstruct the Biag
vertex. After the vertex reconstruction, we examine the reduced x? defined as x?/n, where n is
the degree of freedom. If the reduced x? of the vertex fit is larger than 20, the track giving the
largest contribution to the reduced x? is removed. This rule has an exception; when the track
with the largest x? contribution is a lepton with a momentum greater than 1.1 GeV in the cms,
the track is kept and the track with second largest x? contribution is removed. This is because
a lepton with high momentum is likely to come from a primary semileptonic B decays®. We
perform this procedure iteratively until the reduced x2? gets less than 20 or a single track is
left.

In the DS-II, the B, vertex reconstruction has another step. In the case where the
resultant vertex is reconstructed from a single track and IP constraint after the above procedure,

5Note that we intend to remove the tracks from secondary decays by the removal of the tracks with large x 2
contributions. The high momentum leptons are likely to originate from the primary vertices of the processes
such as B® — D)=+,
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we go back to the beginning of the procedure and redo the same procedure with modified
requirements to the tracks. The only modification is the requirement of SVD-hits; here, we
require the tracks to have two 2-D hits in 2nd, 3rd, or 4th layer, i.e., we ignore the 1st-layer hit
in the examination of the SVD-hit requirement. There is a fact that the single track used for
the vertex reconstruction tends to be poorly reconstructed when the track is associated with
only two SVD-hits and one of them is in the 1st layer. This is because the 1st layer has smaller
radius in DS-II than DS-I and thus suffers from more fake hits due to beam background. In this
condition, the two-hits requirement to reject the poorly reconstructed tracks wrongly associated
with SVD-hits does not work as intended. The redoing procedure described above works well
to remove such poorly reconstructed tracks with little reduction of the vertex-reconstruction
efficiency.

3-4 Requirement to the Quality and Performance
We examine the qualities of the reconstructed vertices with following variable

1 Mirk

§ Gz (17)

%
0

3

2ntrk -
K3
where nyk, ¢, 2a¢, zérk, and o! are the number of tracks used for the vertex reconstruction,
the index over the tracks, the z position of the fitted vertex, the z position of i-th track at
the closest approach to the vertex, and the estimated error of the i-th track in z direction,
respectively. This is similar to usual x2 but only z direction is used. This is because the usual
x? is correlated with B flight length and thus with Az, since IP constraint is strong in z-y
direction. Consequently, use of the usual x2 can cause a possible bias in Az measurement and
thus we use the £ defined above, which has no correlation with Az. We require £ < 100 for
both of the vertices of Bcp and Biag.

The efficiencies of the vertex reconstruction in the B® — 77~ 7% decay process are 91%,
88%, and 86% for Bcp, Biag, and both of them, respectively, which are estimated using MC.
Note that the efficiency for the both vertex reconstructions to success is not a product of the
efficiencies for those of Bop and By, indicating that when one of the two vertices in an event
is poorly reconstructed, another also tends to be poorly reconstructed. To further remove the
events with poorly reconstructed vertices, we apply a criterion of |At| < 70 ps. The efficiency
of this cut is 99.8%.

We evaluate the performance of the vertex reconstruction using MC as shown in Fig. 4.10,
where the reconstructed position and the true position are compared. In DS-I (DS-1I), typical
resolutions in rms are 80 pum, 150 ym, and 170 ym (70 pm, 140 pm, and 150 um) for zop, Ziag,
and Az, respectively. Corresponding At resolution is 1.3 ps (1.2 ps).

Since the detector resolution is comparable to the lifetime of B° and the period of B°-
BY oscillation, the smearing effect due to the resolution has to be taken into account in the
time-dependent C' P-violation measurement. We treat this effect as resolution function, R(§At),
where § At is the difference between the measured At and true value of it. We perform a detailed
study of the resolution function using a control sample data of the decay modes B® — D*~ [Ty,
D& =gt D*=pt Bt — D%t and J/ KT [46]. As the PDF for the maximum likelihood
fit, Pqt(At), we use a convolution of the resolution function and the ideal distribution without
the resolution effect, Piqeal(At):

Pis(At) = [R ® Pdeall (At) . (4.18)
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Figure 4.10: The distributions of dzcp (left), dziae (middle), and Az (right) in DS-II,
where 0zcp, 0%tag, and 0Az are the difference between the reconstructed and generated
(reconstructed — generated) values for zcp, Ztag, and Az, respectively. In the 0z¢a distri-
bution, there is a bias of +25 um, which is due to the effect of the secondary vertex of D
mesons. This leads to the bias of —25 ym in the dAz distribution.

4 Techniques Dedicated to B — wt 7~ #® Dalitz Analysis

4-1 Square Dalitz plot (SDP)

The signal and the continuum background eTe™ — ¢q(q = u,d, s, c), which is the dominant
background in this analysis, populate the kinematic boundaries of the usual Dalitz plot as
shown in Figs. 4.11 and 4.12. Since we model part of the Dalitz plot PDF’s with binned
histograms, the distribution concentrated in a narrow region is not easy to treat. We therefore
apply the transformation

dsyds— — |det J|dm'df" , (4.19)
which defines the square Dalitz plot (SDP) [47, 48]. The new coordinates are
1 _ min
m’ = = arccos (2% — ) : (4.20)
™ mg** —mf
1 1
0 = —0, ( —9—0) . (4.21)
T T

Here, mo = /50 and 6 are the mass and the helicity angle of p° (or 777 ~), respectively;
mE® = mpo — myo and mP® = 2m,+ are the kinematic limits of mg, and J is the Jacobian

of the transformation. The determinant of the Jacobian is given by

mronax _ mronln

5 (4.22)

| det J| = 4|4 |[po|mo - msin(rm’) - 7sin(nd’) |

where 7, and py are the three momenta of 7+ and 7° in the 7+ 7~ rest frame. The detail of
the parameter transformation and some useful relations can be found in appendix C.

4-2 Parameterization

We parameterize the coefficients of equations (2.162) and (2.163), which are the parameters

to be determined by this analysis, not by the complex amplitudes Ak directly but by the
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Figure 4.11: Distribution of signal Monte Carlo (without detector efficiency and smearing) in
the Dalitz plot.
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coefficients corresponding to their bilinear products as follows
| A (s4,5-)° £ [Asn(s4,5-)
3 UPUER2 Y (Relfu USRS - mlf U, (429)

ke€{+,—,0} k<o€{+,—,0}

Im (gzgﬂ(&r, s-)Asx(s4, s_)*)
p

2 *1 7Im *1 TRe (424)
X Z |f'€| Iﬁ+2 Z (Re[fﬂfa] Ino’ +Im[ff€fa] IHO') ?
ke{+,—,0} r<o€e{+,—,0}
with the coefficients being related to the amplitudes as
Us = (4P £[A") /N, (4.25)
I, = Im [Z"A""*} /N, (4.26)
ULRm) = Re(Im) [A"A7* £ A"A°*] /N, (4.27)
IRe(m) = Re(Im) [ARA7* — (+) A7A™] /N, (4.28)

where N is an overall normalization factor. The 27 coefficients (4.25)-(4.28) are the parameters
determined by the fit [49]. The parameters (4.25)-(4.26) and (4.27)-(4.28) are called non-
interfering and interfering parameters, respectively.

This parameterization makes the fit well behaved, with the fit parameters being Gaussian
distributed and having no local minimum. The Dalitz-At distribution of signal is spanned by
27 linearly independent basis functions: there are nine linearly independent basis functions in
Dalitz plot dimension as shown in the Fig. 4.13 and three linearly independent basis functions
in At-ggag dimension, which are

em1AW TR0 g eTIAN TR cos(AmgAt) ,  and  Grag - €A1 B0 sin(AmgAt) . (4.29)
All the combination products of the Dalitz plot and At basis functions are the basis functions
for Dalitz-At, whose number is 27. The above parameterization is to parameterize the signal
distribution by the linear combination of the 27 basis functions with their coefficients as fit
parameters, and thus the fit is well behaved. Since the overall normalization is arbitrary, we
fix it by requiring Ujrr =1, i.e., we take N = |A*|?2 + |A"|? as the normalization.

All these are analogous to the case of usual time-dependent C'P violation measurement.
In a usual analysis without the Dalitz plot dependence, the time-dependent decay width of
equation (2.88) is reparameterized as

dI‘/dAt o e TlAt] [D + Grag - Acos(AmgAt) + Grag - Ssin(AmdAt)} , (4.30)
with
D = ([Anl?+145F) /N, (4.31)
A = (lAf1|2 - |Af1|2) /N ) (432)
_ T
S = 2Im <pAfl f1> /N , (4.33)

where NN is an overall normalization. Then, to fix overall normalization we require D = 1, i.e.,
take N = [Ay|? 4+ | Ay, |?, and obtain the usually used formalism of

dr' /dAt oc e HIAM [1 + Giag - Acos(AmgAt) + Grag - ssm(AmdAt)} . (4.34)
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Figure 4.13: The nine basis functions of the signal Dalitz plot distribution in the square Dalitz
plot. Only the contribution from p(770) is assumed here.

Here, to use D, A, and S instead of A and %Zfl corresponds to using the 27 coefficients

instead of A® and A":; and the requirement of D = 1 corresponds to the requirement of
Uf =1.
+
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Chapter 5

Event Selection and Signal
Extraction

1 Data Set

The analysis presented in this thesis is based on the data sample taken from January 2000 to
June 2005. The integrated luminosity for each day and the history of the total accumulated
luminosity are shown in Fig. 5.1. The total integrated luminosity of 461 fb~! has been accu-
mulated in this period, among which 414 fb~! and 47 fb~! are taken on and 50 MeV-below the
Y (4S5) resonance, respectively. The data sample contains 449 x 105BB pairs.

2 Event Selection

2-1 Reconstruction of B — w7~ #% Candidates

To reconstruct candidate BY — 7+t~ 70 decays, charged tracks reconstructed with the CDC
and SVD are required to originate from the interaction point (IP):

|[dr| < 0.1lcm, and |dz] <4cm, (5.1)

where dr and dz are transverse and longitudinal components of the tracks’ impact parameters
with respect to the IP, respectively. They are also required to have transverse momenta greater
than 0.1 GeV/c. We distinguish charged kaons from pions based on the likelihood ratio R/
and require the tracks to be pion like:

Ric/n <04 . (5.2)

We reject tracks that are positively identified as electrons; in terms of the likelihood ratio R e,

tracks satisfying
Reje <0.95 (5.3)

are selected.

Photons are identified as isolated ECL clusters that are not matched to any charged track.
We reconstruct 70 candidates from pairs of photons detected in the barrel (endcap) ECL with
E, >0.05(0.1) GeV, where E, is the photon energy measured with the ECL. Photon pairs with
momenta greater than 0.1 GeV/c in the laboratory frame and with an invariant mass between
0.1178 GeV/c? to 0.1502 GeV/c?, roughly corresponding to 30 of the mass resolution, are

used as 70 candidates.
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Figure 5.1: History of KEKB luminosity accumulated at Belle.
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We identify B meson decays using the energy difference

AE = Eg™s _ gems (5.4)

beam >

and the beam-energy constrained mass

Mie = 3/ (Bgs,)? — (0537)? (5.5)

where Ef7% is the beam energy in the center mass system (cms), and EG™ and p§"® are the
cms energy and momentum of the reconstructed B candidate, respectively.

We select candidates in the large fitting region that is defined as —0.2 GeV < AFE < 0.2 GeV
and 5.2GeV/c? < Mp. < 5.3GeV/c?, The large fitting region consists of the signal region
defined as —0.1 GeV < AE < 0.08 GeV and My, > 5.27 GeV/c?, and the complement, called

the sideband region, which is dominated by background events.

2-2 Vertexing and Flavor Tagging

We then apply the vertexing and the flavor tagging, detail of which are described in Sec. 2 and
Sec. 3 of chapter 4.

2-3 Continuum Suppression Cut

The continuum events ete™ — ¢g (¢ = u,d,s,c) is the dominant background in the B —
atr~ 7Y candidates. We reduce the background events by exploiting the event topology; we
make use the fact that a continuum event is jet-like in the cms while a BB event has a spherical
topology due to the large mass of the B meson. To characterize the event topology, we employ a
modified version of Super Fox-Wolfram moment, so-called KSFW. The KSFW is an algorithm
to form a Fisher discriminant from the Super Fox-Wolfram moments and missing mass. The
distributions of the discriminants are shown in Fig. 5.3. More detailed description on the
KSFW can be found eleswhere [50].

In addition to the KSFW, we also use the B flight direction with respect to the beam
axis in cms, cosf7}, to separate signal and continuum events. The B flight direction has the
distribution with a dependence of 1 — cos? 8%, since the property of helicity conservation in the
weak interaction vertex requires the helicities of the interacting e™ and e~ to be opposite and
thus the angular momentum of BB satisfies L, = +1. On the other hand, the continuum
events have a uniform angular distribution!. Thus, the cos 6% works as a good discriminant.
Figure 5.2 shows the distributions of signal and continuum components.

We use signal MC (sideband data) to determine the likelihood distribution of KSFW and
cos 05 for the signal (continuum background) component. We approximate the likelihood func-
tion of cos 8% of the continuum component by a flat distribution, and that of signal component
by fitting the MC-generated distribution with 2-nd order polynomial, the result of which is

L35 g, =148 —0.02-[cos O] — 1.41 - |cos O[> . (5.6)

We compose a likelihood ratio, K LR, using the likelihood distributions of KSFW and cos 0%:

sig sig
KLR = ECOSQEEKSFW

Esig Esig + £ L4 ’ (5'7)
cos O " KSFW cos 05 " KSFW

INote that ¢g from the ete™ — ¢g themselves have angular dependence. However, fake B’s reconstructed
from the gg have uniform distribution, since they are random combinations of the particles from both of the ¢
and 7.
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Figure 5.4 shows the distributions of the K LR in each bins of the flavor tagging quality r. As
can be seen there, the distribution is dependent on the 7-bin.

We use the K LR to define a selection criterion to reduce the continuum background events;
we reject the events with K LR smaller than cut values. To determine the criterion, we define
the Figure of Merit (F.0.M.) as a function of the cut value of KLR:

Nsig
V Nisig + Nyg ’

where Ny and Nz are the expected numbers of events of signal and continuum components,
respectively, for the given cut value. The cut criterion that gives the maximum F.o.M. is
expected to be optimum, i.e., yields the largest statistical power. We calculate N, and
Nyg using the likelihood distributions obtained above and assuming the branching fraction of
2.4 x 107 for the signal, and obtain the F.0.M. curve shown in the Fig. 5.5. Here we treat the
different flavor tagging quality regions separately, since the distributions and signal to noise
ratios are dependent on the r2. Using the F.o.M. curves, we determine the K LR cut value for
each 7-bin as listed in Table 5.1.

F.oM. = (5.8)

300

R
b

250

3
1959
29088
5
K%
%S
<5

3
&
X
5%
2
55
202!
0026t
bo%st
090!
55
X
0%

0%,
SIS
RS
XD
%0
%
X5
oo
22
KL
35
5%
000
RS
R
23

X x5
=0

S
o

NN
&
‘?’-v' e
S5
XX
oo
o
2R

200

24
%

va

O0-L>

<P

e

>
%S
3

5
T
q%

X

E
ote
<

<
bota

<
0
<>
‘p
<p
XX
%

!

%5
<%

%
ol
0XKR

X
<
%
893
%5
ool
1954
b9
%
0%
3L
<5
<5
%S

35S
R
S
9%
bo%e!
oS
3

::

R
2L
b0
K

25
555
boote
e

150

%gk
:3%%%0
KK RKKKL

355
:’
<
55
<<
3K
X
%5
0% %%
:sa
<

&
::
’:
1o
‘:‘
5
::
<5
05

%
be%e?
3%

00K

3RS
Petetee%s!

%S
SRRRRRSS

100

%

29598
35
35
S
XK
3
55
35S
o0
2953
ot
55
R
3
190
5

XK

SRR

SERRRRILLK
35
55
<5
%S

55

%:
st
%

%
o0

,::o
s
35
29995

2

o
Roseseet
<%
3K

LS

RS
%
%

::::::
::::::
3RS
3RXK
QKL
.: :”
:’ ’:
3RS
XRRRS
SRR
bodededs

RS
2020,
bo%e!
%
botes
botes
Qp
29503
200!
Qp
29588
botes
%
%8

50

S
:::::
35

SRR
et ate et tetetetetete!
JIRIIKIKKKE,
R EIEILIEKES oo
0O 01 02 03 04 05 06 07 08 09 1

|cosBg|

35S
30K

%
%
53
%5
55
<5
3
25358
3RS
3RS
bogede!
3K
25358
58
358
bo%e!
3L
%
XX
5
b9%es
%5
<%
5%
35S
3
35
29598
o
%5
5%
5

et
20

Q55
28

%
<

<D
<0

<

XL

0

Figure 5.2: The distribution of |cosf%|. Hatched and outlined histograms correspond to the
signal MC and sideband data, respectively.

2-4 Best Candidate Selection

The reconstructed signal events contain substantial fraction of incorrectly reconstructed can-
didates, what we call self cross feed (SCF). Consequently, each event can have multiple B —
atr~ 7Y candidates. To select one candidate for each event, effectively suppressing the SCF,
we apply best candidate selection.

Since the distribution of fitted 7° mass and K LR are different for the correctly reconstructed
signal and SCF as shown in Fig. 5.6, we use the two variables for the best candidate selection.

2In general, the signal to noise ratio is larger for the regions with large r than those with small 7.
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Figure 5.3: The distributions of the missing mass (a) and the Fisher discriminant (b)-(h)
obtained from the KSFW algorithm for the signal (black) and continuum background (blue)
events. Here, (b)-(h) correspond to the Fisher distributions for the different missing mass
regions. Since the distribution depends on the missing mass, we treat the events in the different
missing mass region separately.

Table 5.1: K LR cut value of each r-bin.
[ (r-bin) KLR cut value
1 0.95
0.92
0.90
0.90
0.87
0.30

SO W N
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Figure 5.5: Figure of Merit (F.0.M.) for each r-bin. The cut values of K LR that maximize the
F.0.M. are large in the region with large r, reflecting the fact that the signal to noise ratio is
larger in the region with large r than that with small r.
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The distribution depends on the r-bin and thus we treat the different r-bins separately. We use
2-dimensional PDF’s of correctly reconstructed signal and SCF, denoted by Pl (m0, KLR)
and PslCF (myo, KLR), respectively. Here, [ represents the dependence on the tagging quality
r. Using the PDF’s, we calculate a likelihood ratio, Rp¢:

Pipne(mzo, KLR
Rpc = 5 true (M0 ; ) . (5.9)
Ptrue(mfrov KLR) + PSCF (mﬂ—o, KLR)

Figure 5.7 shows the distribution of the R p¢ for both correctly reconstructed signal and SCF.
When a event has multiple candidates reconstructed, we calculate the R g¢ for each candidate
and select the candidate with the largest Rpc.

4500 r
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4000 |- 4000 -

3500 - 3500 -
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2500 |- 2500 -
2000 - 2000 |
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1000 - 1000 -
500 500
0 0.12 0125 0.13 0135 0.14 0.145 0.15 00.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96 0.98 1
Moo KLR
(a) m, o distribution. (b) KLR distribution.

Figure 5.6: The distributions of m o and K LR for 4th r-bin (as an example). Hatched and
outlined histograms correspond to the correctly reconstructed signal and SCF, respectively. In
both plots, the correctly reconstructed signal distributes sharply, as expected.

2-5 Veto in Dalitz Plot

The contributions from p(1450) and p(1700) are considered to be contamination in this analysis.
Thus, we apply a veto in the Dalitz plot to minimize the contaminating effect. Here, each event
are required to satisfy one of following conditions:

0.55GeV/c? < (/537 < 1.0GeV /c? |

0.55GeV/c? < \/s_ < 1.0GeV/c? | (5.10)

0.55 GeV/c? < /39 < 0.95GeV/c? .

Figure 5.8 show the vetoed region schematically. We use a different condition for sy to minimize
possible contribution from B® — f;(980) 7 background.
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Figure 5.7: The distribution of LRp¢ for truly reconstructed signal (blue) and SCF (red).
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Figure 5.8: The mass window in usual Dalitz plot (left) and square Dalitz plot (right), overlayed
with MC-generated signal distribution. Hatched region corresponds to the vetoed region.
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CHAPTER 5. EVENT SELECTION AND SIGNAL EXTRACTION

3 Signal Extraction

3-1 PDF for the Fit

The event-by-event PDF for signal extraction is basically the same as that for time-dependent
Dalitz plot analysis but integrated over the At direction and summed over giag

PydAE, My;m',6';1) = > /dAt P(AE, Mye;m’,0'; At, Grag; 1) (5.11)

Qtag:il

where P, (AE, Myc;m',0';1) and P(AE, Myc;m', 0’5 At, grag; 1) are the PDF’s for the fit here
and that for the time-dependent Dalitz plot analysis described later in Sec. 2 of chapter 6.
We use the Dalitz plot information only for the events inside the signal region, i.e., the

PDF’s inside the signal region (P/Z?) and the sideband region (P//i}/t?’) are
PE{{(AE,MbC;m’,H’;Z) = PydAE, Mye;m', 0'51) (5.12)
and
PE/E‘(AE,MbC;l) = //dm’ 0’ Py AE, Myc;m', 0'31) (5.13)

respectively. There are two reasons to treat the events in the signal region and those in the
sideband region separately. One reason is that the correlation between AFE-My,. and Dalitz
plot distributions is too large to be properly treated if we use the Dalitz plot information in the
sideband region®. By limiting the events to use Dalitz plot information only to those in the AE-
My, signal region, we can make the correlation smaller and under control. Another reason is
that there is no benefit to use the Dalitz plot information for the events in the sideband region.
The Dalitz plot information is a good discriminant to separate signal events and continuum
background events. Since few signal events are in the sideband region, the Dalitz plot is not
useful there.

From the event-by-event PDF, we compose an extended likelihood function, Ley¢, for the
fit. The detail of the construction of Lcy; can be found in appendix F. The number of free
parameters, which are listed and described in table 5.2, is 36 in total. By maximizing the
likelihood Lext, we obtain the fit results for the parameters.

3-2 Fit Result

Figure 5.9 shows the My, (AE) distribution for the reconstructed B® — 777~ 70 candidates
within the AE (M) signal region, together with the histograms of fitted PDF’s. The fit result
is listed in Table 5.2, yielding

Nag = Z Vs feig = 971 + 42, (5.14)
DS-1I, DS-II
( fsigzlfzféqffbﬁcffbﬁu )
l

where Ny, is the total number of B® — 777 70 events in the signal region. The error is

statistical only and correlations are taken into account in its calculation.

3Since both AE-M,. and Dalitz plot are kinematic variables, it is natural for them to have a correlation
with each other.
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Table 5.2: The parameters determined in the AF-My. and Dalitz fit for the signal yield
extraction. The errors shown here are statistical only. We find significant dependence of the
AFE slope parameters p} on the flavor tagging quality bin I, which is a common tendency to
the analyzes of various decay modes in Belle.

Name DS-I DS-II Description
VSR 4913 + 23 +1848 + 33 Fitted number of events in the signal region.
SO oIS
1125 +O.0888Jj8:88% +0.1019 £ 0.0029 The products of continuum component
% +0-0677t8:8838 +0.0662 + 0.0021 fraction in .the'signal regiOI}, faas a?d
4 10.0619+0:0028 4 () 1=g7+0.0020 evept fraction in each tagging quality
qaq —0.0027 —0.0019 region, F._, defined as fl. = fFL..
S +0.0476700055  +0.0395 + 0.0015 '” “ '”
f 01000 ot
pi +0.66 + 0.16 +0.82+0.11
p?  +0.2140.23 +0.14 +0.16
p3 +0.22 +0.27 +0.40 + 0.19 The slope of the AFE PDF for continuum
P 410.06 + 0.98 10.39+ 0.21 component in each tagging quality region.
S —0.45 4+ 0.32 —0.39 £+ 0.26
P8 —-1.294+0.22 —-1.22£0.15
@ —16.5+£1.3 —-16.1+0.9 The parameter of ARGUS function.
Us 12T
Ul +0.3275:08
U:’—Re +0'92t8:% The time-integrated Dalitz plot
U:O’Re +0.36t8;32 coefficients. They are just nuisance
UtRe +0.23+9-59 parameters in this fit.
U +1.20 £0.71
Ui —0.44%5:53
A _Las
fo—e  +0.0259 (fixed) +0.0266 (fixed) The fractions of the BB backgrounds
fomu  +0.0556 (fixed) 40.0557 (fixed) from b — c and b — u transitions.
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Figure 5.9: The (a) My and (b) AFE distributions within the AE and My, signal regions.
The histograms are cumulative. Solid, dot-dashed, dotted and dashed hatched histograms
correspond to correctly reconstructed signal, SCF, BB background, and continuum background
PDF’s, respectively.
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Chapter 6

Time-Dependent Dalitz Plot Fit

In this chapter, we describe the time-dependent Dalitz plot fit and its result. Before performing
the analysis, we need to determine the kinematics of p, in particular the lineshape of p, which
is one of the most important aspect of this analysis; Sec. 1 describes the formalism and the
procedure to determine the lineshape. The subsequent sections describe the fitting procedure,
result, and systematic uncertainties.

1 Kinematics of p Meson Decay

As described in Sec. 4-3 of chapter 2, the functions 7; (84, 8-), which take into account the
dynamics in B — p"n® decay, play an important role in this analysis. In this section, we
discuss the detail of them.

1-1 Formalism

The function (72{ (s4,s—) can be factorized into two parts as
(=) (=
fr(s4,8-)=T5 Fr(sx) (k=+4,-,0), (6.1)

(=)
where T and F'*(s,) correspond to the helicity distribution and the lineshape of p®, respec-
tively.

Helicity Distribution

In the case of pseudoscalar-vector (J = 1) decay, T} is given by
Ty = —4|p;||pk| cos 7% | (6.2)

Ty = —4lp.|[F-| cos 0"~ ,
Ty = —4lpollp | cos 6+ | (6.3)
T = —4lp||po| cos 6",

where pj, i are the three momenta of the 77 and 7% in the rest frame of p* (or the m'in’
system), and the 67%(= 6,,) is the angle between p; and py, (see Fig. 6.1).
An equivalent alternative expression for the T7° is
(m302 - mka)(mwﬂ - mﬂ-i2)

K _ ki gk
TF =5 s7 + g , (6.4)
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Figure 6.1: The relation between three pions in the rest frame of p*.

with

s"T=pot+pi)?=s51, sTT=@s+p-)?=s0, and s7°=(p-+p)?=s-. (6.5)

In a Dalitz plot analysis, this expression written in terms of the Dalitz plot variables is some-
times convenient. The derivation of the equivalence can be found in Sec. 1 of appendix D.

Lineshape of p

The lineshape is parameterized with Breight-Wigner functions corresponding to the p(770),
p(1450), and p(1700) resonances:
(e () _

FF(s) = BWyrr0) + Br BWp(1450) + T BWp(1700) » (6.6)

where the amplitudes (B,L and 7 (denoting the relative size of two resonances) are complex

numbers. We use Gounaris-Sakurai (GS) model [51] for the Breit-Wigner shape (see Sec. 2 of

appendix D for the detail) and world average [52] for the mass and width of each resonance.

Though the (B; and F), can be different for each of six decay modes of BY(B%) — pfn® in

general, we assume no such variation, i.e.,

(= .

F(s) = Fr(s) = BW,70) + 8 BW,1450) + 7 BW(1700) (6.7)

6.7

)

in our nominal fit, and address the possible variation in the systematic error. Equation (
leads to the relation of f,(s4+,s-) = fx(s+,s-), which is assumed in Sec. 4-3 of chapter 2.

1-2 Determination of p Lineshape

Using our data sample, we determine the (3, v) used in our nominal fit and possible deviations
of ((B,L, 7)) from the determined (3,7).

Data Sample and Selection Criteria

The data sample and selection criteria used here are the same as those described in chapter 5,
except that we adopt a wider Dalitz plot mass window here to include the Dalitz plot region
corresponding to the radial excitations; each event is required to satisfy 0.55 GeV/c? < /sg <
1.5GeV/c?, /53 < 1.5GeV/c?, or /5= < 1.5GeV/c? (see Fig. 6.2). The signal fraction and
the parameters of the continuum background of this data sample are determined in the same
way as described in chapter 5.
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Figure 6.2: The mass window for the lineshape determination in usual Dalitz plot (left) and
square Dalitz plot (right), overlayed with MC-generated signal distribution. Hatched region
corresponds to the vetoed region.

Lineshape Determination

Using the data sample described above, we determine the p lineshape, i.e. the phases and
amplitudes of the coefficients 8 and ~ in equation (6.7), which we use for all of the decay
amplitudes. In this fit, we use the PDG values [52] for the masses and widths of the p(770),
p(1450), and p(1700). The fit yields the result listed in Table 6.1. As can be seen in the table,
the free parameters are the amplitudes (0,~) and the time-integrated Dalitz plot parameters of
Uf . The latter are nuisance parameters in the fit here'. The mass distributions and fit results
are shown in Fig. 6.3. Figure 6.4 schematically shows how the radial excitations contribute to
our fit result. Note that the values given here for 8 and v and their errors are not meaningful
measurements of physics parameters but rather are quantities needed for the time-dependent
Dalitz fit. This is because these parameters are determined from the interference region, the
interference between p™n~ and p~ 7™, etc., and depend on the unfounded common lineshape
assumption of Eq. (6.7). However, because statistics are still low, the time-dependent Dalitz
analysis would not be possible if we were to discard the common lineshape assumption.

Thus, it is important to determine the common or average lineshape as well as obtain an
upper limit on the deviation from the average lineshape for each of the six decay amplitudes,

that is, the deviation of ((BL, 7)) from the nominal (3,~). For this purpose, we put constraints
on additional amplitudes that describe 1) the excess in the high mass region, /s > 0.9 GeV/c?,
and 2) the interferences between radial excitations and the lowest resonance, the p(770): in-
terferences between p(770)T7w~ and p(1450)~ 7T, etc. The nominal fit is performed with the
average lineshape determined above, fixing all of the additional amplitudes to zero. When
floating the additional amplitudes for the other resonances, we obtain results consistent with
zero for all of the additional amplitudes but with large uncertainties compared to the errors for

ISince (8,7) are highly correlated with the time-integrated Dalitz plot parameters, in particular with the
interfering parameters, it is important to set them free and estimate the uncertainty of (3, v) properly. Note that
the fitted values of the Dalitz plot parameters here are not important and not necessarily consistent with the
values of our final time-dependent Dalitz plot fit result. This is because the fitted Dalitz plot parameters here
are strongly affected by the contribution from radial excitations, p(1450) and p(1700), which we intentionally
avoid in the final fit by adopting narrower mass window in the Dalitz plot than that used here.
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the average lineshape parameters above. The detail of the study can be found in appendix E.
In the systematic error study, we use the fit result with the additional lineshape parameters
floating including their uncertainties.

Table 6.1: Result of the lineshape fit. The large phase differences between p(770) and p(1450),

arg 3, and between p(1450) and p(1700), argy — arg 3, indicate that the interferences between
them are destructive.

Parameter Name Values and Errors

18] 0.31370055
Il 0.0824:035
arg § (+219%10)°
arg~y (+102735)°
U; +1.307913
v 0357008
Uit +0.607099
UoRe —0.0919-34
prome 026733
Ui +1.231072
ot 01908
U om —1.48704

120

[y
D © O
o O O

Events / 0.05GeV/c?
n
o

Events / 0.05GeV/c?

N
o

06 08 1 12 14 06 08 1 12 14 06 08 1 12 14
m, (GeV/cZ) m. (Gevlcz) m, (GeV/cz)

Figure 6.3: Mass distributions and fitted lineshapes in p*7~ (left), p~7* (middle), and p°r°
(right) enhanced regions. The histograms are cumulative. Solid, dot-dashed, dotted and dashed
hatched histograms correspond to correctly reconstructed signal, SCF, BB, and continuum
PDFs, respectively. Note that there are feed-downs from other quasi-two-body components
than those of interest, especially in the high-mass regions. For example, the high-mass region
(mo = 1.0GeV/c?) of the p°7° enhanced region (right) includes large contributions from p* 7.

2 Event-by-Event PDF for Time-Dependent Dalitz Fit

To determine the 26 time-dependent Dalitz plot parameters, we define the following event-by-
event PDF":

P(f) = fsigpsig(f) + fqﬁpqa(f) + fBEPBE(f) ) (68)
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Figure 6.4: A schematic figure of the fit result of the lineshape and the contributions from
radial excitations. Note that our definition of Fy(s) does not include the factor 1/(1 4 8+ )
as in Eq. (6.7). One can see that the p(770) and p(1450) destructively interfere with each other
near /s = mq, = 1.4(GeV/c?), which means that the p(1450) has a large impact on the phase

of F(s) although the absolute value of |Fy(s)| is not much affected.
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where Piig, Pyg, and Pz are PDE’s for signal, continuum background, and BB background,
respectively, and fsig, fq5, and fgzp are the corresponding fractions that satisfy

fsg+fa+fep=1. (6.9)
The vector &, the argument of the PDF’s, represents a set of event-by-event variables:
= (AE7 Mi; m/a 9/; At, Gtag l; pro, Ebeam) s (6~10)

where AFE is the energy difference between the Bop candidate and the beam energy, My, is the
beam-energy constrained mass calculated using the beam energy in place of the reconstructed
energy, (m’,0") are the square Dalitz plot variables, At is the proper time difference between
the decays of Bop and Biag, qiag and [ are the flavor of By,s and its quality obtained by the
flavor-tagging procedure, p,o is the momentum of the 7° of the 7T 7~ 7 final state measured
in the laboratory frame, and Fyeam is the run-dependent beam energy.

In this section, we briefly describe the PDF for each component. The detailed study of
them can be found in appendix A.

2-1 Signal PDF

The PDF of the signal component, P, consists of a PDF for correctly reconstructed events,
Pirue, and PDF’s of the SCF components, Pcr and Pnr:

Pirne(T) + > P@

Psig(¥) = (6.11)

i=CR, NR

where CR and NR represent two types of SCF, the 7% (charged) replaced and 7° (neutral)
replaced, respectively; and ngg, ncr, and nnyg are the integrals of the PDF’s in the signal
region. We describe each component in the following.

PDF for correctly reconstructed events

In terms of the event fractions for the [*" flavor tagging region (F...), the Dalitz plot de-
pendent efficiency ('), the 7° momentum dependent efficiency correction taking account of
the difference between data and MC (€’), wrong tag fraction (w;), and the wrong tag fraction
difference between BY and B° (Awy;), the PDF for correctly reconstructed events is given by
7)‘nrue(f) = Ptrue(AE7 Mi; m/a 9/; At, Gtag l;pwo)
= F' - Pirue(AE, Mic; pro) - € (m',8') € (pro) - |detJ (m', 6')] - P

true

(m/v 9/; At, Qtag)a
(6.12)

where |detJ(m’, )| is the Jacobian for the square Dalitz plot defined in Eq. (4.22) and

/Ptlrue (m/a 9/; At, Qtag)
1At /70

4TBU

: {(1 - QtagAwl)(|A37r|2 + |Z37r|2)

+ Grag(1 — 2wy) - [_(|A3W|2 _ |Z3F|2) cos(AmgAt) + 2Im (%Z%A;W) sin(AmdAt)] } ,

(6.13)
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which is based on Eq. (2.161) and follows the parameterization described in Sec. 4-2 of chapter 4.
For the At PDF, the above equation is convolved with the resolution function as described in
Sec. 3-4 of chapter 4.

The AE-My,. PDF is normalized such that

[ dBE aMic P (A Mucipr) =1 () (6.14)
SR

where [[yr dAE dMy, represents the integration over the AE-My, signal region. This nor-
malization condition is convenient since we define the Dalitz plot efficiency for events inside
the signal region. With the PDF being also normalized to be unity in the At-gia, direction,
the integral inside the signal region, nyye, is,

Ntrue = Z nte (6.15)

nl. = Z / dAt / /S . dAAE dMy. / / dm’ d0' Pl (AE, Mye;m/,0'; AL, Grag; pro)

SDP, Veto
(6.16)

= ftlrue //dm dol 6true m/79/) el(pfr“) |det']| (|A3ﬂ'|2 + |Z37T|2) )
SDP, Veto

where the correlation between pro and m’ is properly taken into account in the integration of

the last line. The notation [ fSDP, Veto @M’ df’ means integration over the square Dalitz plot

with the vetoed region in the Dalitz plot being taken into account.

The 7 momentum dependent AE-My,. PDF, Pirue(AE, Mye; pro), is modeled using MC-
simulated events in a binned histogram interpolated in the p,o direction, to which a small
correction obtained with B — D™~ p* is applied to account for the difference between MC
and data.

The Dalitz plot distribution is smeared and distorted by detection efficiencies and detector
resolutions. We obtain the signal Dalitz plot efficiency from MC to take the former into account.
We introduce a dependence of the efficiency on the r region, €. .. since a significant dependence
is observed in MC. Small corrections, € (p,0), are also applied to the MC-determined efficiency
to account for differences between MC and data. We use B® — p~D®+ B — 7= D*—,
B~ — p~D° and B~ — 7~ D° decays to obtain the correction factors. The detector resolutions
are small compared to the widths of p(770) resonances; this is confirmed by MC to be a
negligibly small effect.

PDF for SCF events

The SCF (self cross feed) are wrongly reconstructed signal events, with tracks from Biag
wrongly included in fop = 777 7, or with fake 7°’s consisting of wrong v combinations
or fake v’s. Since almost all SCF events have only a single wrong track for each, we can cate-
gorize the SCF into two types by the charge of the wrong track, 7% (charged) replaced (CR)
or ¥ (neutral) replaced (NR). Approximately 20% of signal candidates are SCF’s, which are
subdivided into ~ 4% of NR SCF and ~ 16% of CR SCF. This fraction is sizable and thus it
is important to model the SCF well. The time-dependent PDF for SCF events is defined as

Pi(Z) = PHAE, Mye;m’,0'; At, grag)

. . ) (6.17)
= ‘Fz : PZ(AEv Mbc; Sz) : Pz(m 59 ;Ata qtag) ) (Z = NR7 CR)

( scr =max(sy,s_), SNR=5S0 ) (6.18)

where F}, P;(AE, Myc; s;), and P;(m/,0; At, grag) are the event fraction in I-th tagging r-bin
region, a A F-My,. PDF with the dependence on Dalitz plot, and a Dalitz-At PDF, respectively.
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The reason why the Dalitz dependence of the AE-My,. PDF is modeled well can be found in
Sec. 2-2 of appendix A. Here, the Dalitz-At PDF is

e_‘At‘/T'L

Pi (m/a QI;At, qtag) = 4Ti

. {(1 o qtagAwli) ]DZ_Life(m/, 9/)

+ Grag (1 — 2wr’) - [fpiCOS(m’, 0') cos(AmgAt) + PS®(m’,¢) sm(AmdAt)} } ,
(6.19)

where 7;, w;?, and Aw;® are the effective lifetime, wrong-tag fraction, and wrong-tag fraction
difference for SCF’s, respectively; and PMf(m/ 0'), PE(m’,0'), and PS™(m’,@') are the
Dalitz plot dependent coefficients of the time-dependences of e =12t/ e=IAU/Ti cos(AtAmy),
and e~ |21/7i sin(AtAmyg), respectively. All of them are described later.

The AE-My. PDF is normalized inside the signal region as

// dAE deC Pi(AE,MbC; Si) =1 (VSZ') . (620)
SR

With the PDF’s in the At-gag direction being normalized to unity and ), F! =1, the integral
inside the signal region, n;, is

nszZ/dAt// dAE dM. //dm d0' PHAE, Mye;m',0'; At Grag)
SR

SDP, Veto
//dm de/ PLlfe /79/) )
SDP, Veto

We find that the AE-My,. distribution for SCF has a sizable correlation with Dalitz plot
variables, but with only one of its two dimensions. We thus introduce a model with dependences
on the Dalitz plot variable s;. The variable scr = s+ = max(s4, s—) is used, because the CR
SCF can be divided into a 7+ replaced SCF and a 7~ replaced SCF, where s_ (s) is used
for 7 (77 ) replaced SCF. Here, we exploit the fact that almost all of the 7% (77 ) replaced
SCF distributes in the region of sy < s_ (s; > s_). For the NR SCF, syg = so. This
parameterization models the correlation quite well, with each of the parameters s; reasonably
related to the kinematics of replaced tracks.

Since the track (m) replacement changes the measured kinematic variables, the SCF events
“migrate” in the Dalitz plot from the correct (or generated) position to the observed position.
Using MC, we determine resolution functions R;(m/ ., 0’ 0'..,) to describe this “migra-

Mobssr Yobs? gen7 gen

tion” effect, where (mf, 0;,.) and (Mg, 04,) are the observed and the generated (Correct)

positions in the Dalitz plot, respectively. Together with the efficiency function €; (1M, Ogen);
which is also obtained with MC, the Dalitz plot PDF for SCF is described as

(6.21)

Pz'j(m/vol):[ i 61)®ng;en} (m 9)
/ /S Lo dBln R 05 Ol - il 0 - Pl (s )

(i=CR,NR, j = Life,Cos,Sin )

(6.22)

where
Prite(miyey, Ohen) = |detT|(|Asx|” + [As]?) (6.23)
Pt (M Open) = |detT|(|Asx|* — [Asq|*) (6.24)
P (e Ohen) = |detJ|2Im L%Z%Agﬂ]. (6.25)
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For the NR SCF, the shape of the At PDF defined in equation (6.19) is exactly the same
as correctly reconstructed signal, i.e., Tng = Tgo, w; % = w;, and AwN® = Awy, since the
replaced track, 7%, is not used for either vertexing or flavor tagging. On the other hand, for the
CR SCF, the At PDF is different from correctly reconstructed signal, since the replaced 7+
is used for both vertexmg and flavor tagging. Thus, we use MC-simulated CR SCF events to
obtain 7ogr, w; R, and Aw, R , which are different from those of correctly reconstructed signal
events. In partlcular, Awy OR | is opposite in sign for the 7+ and 7~ replaced SCF’s, which is
due to the fact that the replaced 7* tends to be directly used for flavor tagging in the slow
pion category.

2-2 Continuum PDF
The PDF for the continuum background is
P(Z) = Plg(AE, Mpe;m',0'; At, grag)

1+ QtagAfﬁ(mla 0'; AE, My.)
2

= ]:éa : P}]ﬁ(AE7 Mbc) . 'qu(m/, 0" AE, Mye) - . qu(At),

(6.26)
where F! 7) 7(AE, My.), Pgg(m/,0'; AE, My.), Afﬁ(m’,H’;AE,MbC), and Pgz(At) are the

qq
event fraetlon in I-th r-region obtained in the signal yield fit?, a AE-M;,. PDF, a Dalitz
plot PDF with the dependence on AFE-M), taken into account, Dalitz plot dependent flavor

asymmetry, and a At PDF. All the terms on the right hand side of the equation are normalized

to be unity as
1
N FL =1, (6.27)
1

/ / dAE dMye Pig(AE, Mye) = 1, (6.28)
SR
/ / dm' d0' Pyg(m',0'; AE, My.) = 1 (VAE,VMy.), (6.29)
SDP, Veto
1 " AE, M,
Z + Qtag (m2,9 ) ) bC) - 1 (VAE,VM}DC) , (630)
Qtag
/dAt Pa(At) = 1, (6.31)
so that
ZZ/dAt// dAE dMy. //dm d0' PLy(AE, Mye;m' 0 AL, grag) = 1. (6.32)
SR SDP, Veto

Since the allowed kinematic region is dependent on AE and My, the Dalitz plot distribution

is dependent on AFE and My.. We define a AE-My,. mdependent PDF, Pgg(m/ .10, @), where

M a10 1S @ modified version of the square Dalitz plot variable m/', originally defined by Eq. (4.20),
with the kinematic effect taken into account as

1 mo — min
e = — 2 - o -1 6.33
Mlseale = 7 ATCCO8 < I — i+ AE + AMye ) ’ (6.33)

where

AMbc = Mbc — mpgo . (634)

2Strictly speaking, what is determined in the signal yield fit is the product of fqq and Ft, fég = fqq- Ft.
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Using the AE-My, independent PDF, Pyz(m/,0'; AE, M) is described as

1 sin(mm”) , ,
: - Py ,0 € ,
an(m/, 0': AE, ] fhe) = N(AE + AMy.) Sin(ﬁm;cale) qq (Migeate, 0') (Mo € M)
0 (otherwise) ,

(6.35)

( M= {mronin, min(mg'®, my'™* + AE + AMbC)} >
where N(AE + AMy,.) and sin(mm’)/ sin(rm/,,) are a normalization factor and the Jacobian
for the parameter transformation of m/_,,, +— m’, respectively. We obtain the Pgz(m. .., 0")
distribution from data in part of the sideband region, —0.1GeV < AE < 0.2GeV and
5.2GeV/c? < Mye < 5.26 GeV/c?, where the contribution from BB background is negligi-
ble.

Since we find significant flavor asymmetry dependent on the location in the Dalitz plot, we

introduce the following term to take account of it:

1+ QtagAéq(mla GI; AE, Mbc)
2 b

(6.36)

which is r-region (/) dependent. The asymmetry is anti-symmetric in the direction of ¢’, i.e.,
Alz >0 (Alz < 0) in the region of 8 > 0.5 (§ < 0.5), and the size of the asymmetry is ~ 20%
at most in the best r-region. Note that the anti-symmetric property means that the introduced
effect is not C'P-violating. This asymmetry is due to the jet-like topology of continuum events;
when an event has a high momentum 7~ (7%) on the C'P side, the highest momentum
on the tag side tends to have + (—) charge. The highest momentum 7 on the tag side with
+ (—) charge tags the flavor of Biag as B® (BY)%. Since an event with a high momentum
7~ (7T) resides in the region 8" > 0.5 (¢" < 0.5), a continuum event in the region 6’ > 0.5
(0" < 0.5) tends to be tagged as B® (B?). We again parameterize the Afﬁ(m’, 0') in a AE-Mh,
independent way as

Al (m! 0", AE, Mye) = Al (Mo, 0) (6.37)

and model with a two-dimensional polynomial, whose coefficients are determined by a fit to
data in the sideband region.

2-3 BB background PDF
The BB background PDF is a linear combination of the all decay modes that are expected to

contribute: S o BrPy(d)
€ DT FE\T
Pys(f) = =T 2 6.38
BB( ) Zk €kB7“k ( )
where k is an index over the modes; and €, Bry, and Pg(Z) are the efficiency, branching
fraction, and PDF for each mode, respectively.
The treatment of the PDF for each BB mode is different for CP-eigenstate modes and
flavor-specific or charged modes. The PDF for C P-eigenstate modes is

Pi(Z) = PLIAE, Mye;m’,0'; At Grag)

z gyl (6.39)
= ‘Fk : Pk(AE’ MbC) : Pk(m 59 ) : Pk(At7 Qtag) )

where F}, Pr(AE, Mye), Pi(m/,0), and Py(At, grag) are the event fraction in I-th r-region,
a AFE-My. PDF, a Dalitz plot PDF, and a time-dependent CP-violation PDF, respectively.

3This is because there are decay modes such as B — D)=zt where the 7T has high momentum.
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They are normalized as

AR =1, (6.40)
l
// AAE dMy. PL(AE, My) = 1, (6.41)
SR
//dm o’ Pp(m',0") = 1, (6.42)
SDP, Veto
Z/dAt PL(AL qrag) = 1. (6.43)
Qtag

For flavor-specific or charged modes, the PDF is
Pi(@) = PLAE, Myc;m', 6'; At, uag)
= F}. - Pe(AE, Mue) > Pr(m’,0'; gav) - PLIAL, Grag, Gav) » (6.44)

gflv
where the Dalitz plot PDF Pg(m’,0’;¢ayv) is dependent on the flavor of the CP (fully re-

constructed) side B, gay, and PL(At, ¢rag, gav) is a mixing PDF (lifetime PDF with flavor
asymmetry) for flavor-specific (charged) modes. They are normalized as

//dm do’ Pp(m/',0";q8v) = 1 (Vaav), (6.45)
SDP, Veto

SN /dAt PL(AL, Grag, qnv) = 1. (6.46)
Qtag dflv

Note that the normalization conditions above lead to the following relation

ZZ/dAt//SRdAE dMe //dm o' Ppp(7) =1. (6.47)

SDP, Veto

The AE-My. PDF and Dalitz plot PDF are obtained mode-by-mode from MC. We assume
the Dalitz plot PDF’s of the C P-eigenstate modes to satisfy following symmetry

Pr(m',0") = Pr(m',1 -0, (6.48)
and those of flavor-specific and charged modes to satisfy

Pe(m’, 05 qay = +1) = Pe(m’,1 — 0';qgay = —1) . (6.49)

3 Unbinned Maximum Likelihood Fit and the Result

With the PDF defined above, we form the likelihood function

L= H P(&) , (6.50)

where 7 is an index over events. We perform an unbinned-maximum-likelihood fit and determine
the 26 Dalitz plot parameters using the likelihood function with the signal fraction and the
lineshape parameters obtained in Sec. 1 and chapter 5, respectively.

A fit to the 2,824 events in the signal region yields the result listed in Table 6.2. The
correlation matrix of the 26 parameters after combining statistical and systematic errors is
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shown in tables 6.3-6.5. Figure 6.5 shows the projections of the square Dalitz plot in data
with the fit result superimposed. We also show the mass and helicity distributions for each
pm enhanced region along with projections of the fit (Fig. 6.6). Figure 6.7 shows the At
distributions and background subtracted asymmetries. We define the asymmetry in each At
bin by (Ny — N_)/(N4 + N_), where Ny corresponds the background subtracted number
of events with giay = +1(—1). The p~ 7" enhanced region shows a significant asymmetry,
corresponding to a non-zero value of UZ. Note that this is not a C'P-violating effect, since

p~ 7T is not a CP-eigenstate. No sin-like asymmetry is observed in any of the regions.
200 :, (a) — signal

N S SCF
ool 1 BB
- |y aq
(%) A
%loo - 5 T
L 50 / :‘:5-1 o

|} TR b 4 el

O L /J//-/‘/ L / L (-

02 04 06 08 1 Oo 02 04 06 08 1
o’ m’

o

Figure 6.5: Distributions of (a) 6’ and (b) m’ with fit results. The histograms are cumulative.
Solid, dot-dashed, dotted and dashed hatched histograms correspond to correctly reconstructed
signal, SCF, BB, and continuum PDFs, respectively.

Treatment of statistical errors

With a toy MC study, we check the pull distribution, where the pull is defined as the residual
divided by the MINOS error. Here, the MINOS error, which corresponds to the deviation from
the best fit parameter when —21In(L/Lax) is changed by one, is an estimate of the statistical
error. Although the pull is expected to follow a Gaussian distribution with unit width, we
find that the width of the pull distribution tends to be significantly larger than one for the
interference terms due to small statistics. To restore the pull width to unity, we multiply the
MINOS errors of the interference terms by a factor of 1.17, which is the average pull width for
the interference terms obtained above, and quote the results as the statistical errors. For the
non-interfering terms, we quote the MINOS errors without the correction factor.

Qualitative interpretation of the resultant parameters

Here, we qualitatively discuss the meaning of the fit result. As can be seen in Table 6.2, most

of the parameters corresponding to flavor asymmetry, U, U,;;Im(Re), I, and [ ,IJ;I(RG), are zero
consistent. This implies ¢ ~ 90° or 180° as described in the following.
As can be found in appendix B, amplitudes AT and AT are related to ¢o as
arg (Ai*zi) = arg (eszAi*gi) =2¢py + 04 . (6.51)

Here, 6 is not helicity but the phase related to strong interaction. (See Fig. B.1 and Eq. (B.18))
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Figure 6.6: Mass (upper) and helicity (lower) distribution of ptn~ (left), p~ 7+ (middle),
and p°7Y (right) enhanced regions. The histograms are cumulative. Solid, dot-dashed, dotted
and dashed hatched histograms correspond to correctly reconstructed signal, SCF, BB, and
continuum PDFs, respectively.
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Figure 6.7: Proper time distributions of good tag (r > 0.5) regions for ¢iae = +1 (upper) and
Gtag = —1 (middle upper), in pT7~ (left), p~7" (middle), and p7° (right) enhanced regions,
where solid (red), dotted, and dashed curves correspond to signal, continuum, and BB PDFs.
The middle lower and lower plots show the background subtracted asymmetries in the good
tag (r > 0.5) and poor tag (r < 0.5) regions, respectively. The significant asymmetry in the
p~ T enhanced region (middle) corresponds to a non-zero value of U_.
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Table 6.2: Result of the time-dependent Dalitz plot fit. First and second errors in the middle
column correspond to the statistical and systematic errors, respectively. The right column
describes which term the coefficient corresponds to, omitting constant factors, a common factor
of e=1At/T50 "and the effects of wrong tag fraction and At resolution function.

Name Value Coefficient of

Uy +1 (fixed) |42

Ut +1.2740.13 +0.09 |f_|?

U +0.29 £ 0.05 £ 0.04 | fol?

Ut 4049+ 0.86 + 0.52 Re[f4f*]

U™ 40.29+0.50 £ 0.35 Re[f ;]

UTR 40.25+0.60 + 0.33 Re[f_ f2]

U™ 41.18+0.86+0.34 Im[f f*]

U™  —0.57+0.35+0.51 Im[fy f3]

U™ —1.34+0.60 + 0.47 Tm[f_ f3]

Ul +0.23+0.15 4+ 0.07 Qtag cOS(AmgAl) - | f1]?

U- —0.62+0.16 + 0.08 Grag COS(AmaAL) - | f_|?

Uy +0.154+0.11 £ 0.08 Qtag coS(AmgAt) - | fol?
Ut 118+ 1.61+0.72 rag c0S(AmgAt) - Re[fy f*]
U™ —2.37+£1.36+0.60 Grag cOS(AmgAt) - Re[f fi]
U —0.53+1.44+0.65 Gtag COS(AmgAL) - Re[f_ f7]
Uzt —232+£ 1744091 Grag COS(AmgAt) - Tm[fy f*]
U™  —0.41+1.00=+0.47 Grag cOS(AmgAt) - Tm[f, fZ]
U™ —0.02+1.31+0.83 Grag cOS(AmgAt) - Tm[f_ fg]
I, —0.01+0.114+0.04 tag SIN(AmgAL) - | f1]?

I +0.09 £0.10+£0.04 Qtag SIN(AmgAL) - | f-|?

Iy +0.02 £ 0.09 £+ 0.05 Qtag SIN(AmgAL) - | fol?

I%e +1.214+2.594+0.98 Qtag SIN(AmgAL) - Im[f4 f*]
I +1.15+2.26 £ 0.92 Gtag SIN(AmgAt) - Im[f f5]
IRS —0.92 +1.3440.80 Grag SIN(AmgAt) - Tm[f_ fg]
i~ —1.93 4+ 2.39 + 0.89 Gtag SIN(AmgAt) - Re[fy f*]
% —0.40 +£1.864+0.85 Qtag SIN(AmgAt) - Re[f+ f3]
I —2.03+1.62+0.81 Grag SIN(AMgAL) - Re[f_ 7]
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Table 6.3: Correlation matrix (1) of the 26 fitted parameters, with statistical and systematic
errors combined.

SR R R Im Im Im
Ur Uy USRt URT U Ut Ut U

Ut +1.00
Us +0.22  +1.00
UbRe | 4006 +0.04  +1.00
Uit +0.10  40.02  +0.02  +1.00
Utghe —0.04 —0.11  40.01  +0.01  +1.00
uhm +0.08  +0.03 4012  +0.02  —0.00  +1.00
U —0.03 —0.08 —0.00 +0.13  +0.02 —0.00  +1.00
Ut 014 —0.08 —0.02 —0.02 4010 —0.01 40.01  +1.00
Uy +0.05 +0.02 +0.00 —0.02 +0.00 —0.02 —0.01 —0.01
U= —-0.23 —0.08 —0.03 —0.04 —0.02 —0.03 40.01  +0.03
Uy +0.05 +0.10 +0.01  +0.00 —0.04 +0.01  —0.06 —0.08
Ut —-0.03 —0.01 —0.03 —0.00 —0.00 —0.04 40.00  +0.01
Ut —0.04 —0.01 —0.01 —0.12 —0.00 +0.00 —0.01  +0.02
Ut —0.02  —0.04 —0.00 —0.00 +0.06 —0.00 +0.01  +0.08
U —-0.04 —0.02 —0.05 —0.01 —0.00 +0.00 40.00  +0.01
U™ —-0.03 —0.09 —0.01 —0.01 40.02 —0.00 —0.04 +0.01
U™ +0.01  —0.02  +0.00 +0.00 +0.00 —0.00 +0.00 —0.25
Iy +0.00  +0.00 —0.02 —001 -000 —005 —0.01 —0.00
I +0.06  4+0.03 001 4001  —0.02 4005 —0.00 +0.04
Iy +0.01  40.01  +0.00 +0.02 —0.00 +0.00 —0.02 —0.02
It —-0.04 —0.01 +0.01 —0.00 +0.00 —0.16  +0.00  +0.00
IR +0.00  40.02 4000 —0.13 —0.01 —0.00 —0.00 —0.00
IR —0.06 4001  —0.01 —0.01 —0.12 +0.00 —0.01  —0.29
m —-0.02 —0.01 +0.13 —0.00 +0.00 +0.00  +0.00  +0.00
Ja —0.01  —0.03 +0.00 +0.00 +0.01 +0.01  +0.04 +0.01
' —0.06 —0.04 —001 —0.02 —0.09 —0.02 4001 +0.08
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Table 6.4: Correlation matrix (2) of the 26 fitted parameters, with statistical and systematic
errors combined.

U U- U, U U™ oug™ ou™ ug™ o™
U; +1.00
U= ~0.06  +1.00
Uy +0.00 —0.01 +1.00
U | —0.07 4001 —0.00 +1.00
U™ | =021 +0.03 —0.08 40.02 +1.00

U=R | 4001 —0.12 —0.16 —0.00 +0.02 +1.00
U™ | 40.03 4003 —0.00 4020 —0.01 —0.00 +1.00

U;dlm -0.02 +0.01 -0.03 +0.00 +0.01 +0.01 +0.00 +1.00

U:(’)Im +0.00 -0.03 +40.02 -0.00 -0.00 +0.14 -0.00 +0.01 +1.00
I, -0.02 -0.01 +0.00 +40.03 +40.01 40.00 -0.02 40.01 +40.00
I -0.00 -0.01 +0.01 +0.03 -0.00 -0.05 +0.00 -0.01 -0.07
Iy +0.00 -0.01 +40.0r -0.00 -0.02 +0.02 -0.00 —0.05 —0.06
I +0.02 +40.01 -0.00 -0.02 -0.00 +0.00 -0.15 +0.00 +0.00
1% -0.01 +0.00 +0.02 +0.00 +0.09 -0.01 -0.00 +0.16 +0.01
IRs -0.01 +0.08 +0.08 +40.01 -0.00 -0.12 +40.01 -0.00 +0.21
I_Ifi +0.02 +40.04 -0.00 +0.04 -0.00 -0.00 +0.04 +0.00 —0.00
I_Ifol +0.03 +0.00 -0.03 -0.01 -0.28 +0.00 +0.01 -0.03 +0.01
I -0.00 +0.01 -0.01 -0.00 +0.01 +0.18 +0.00 +0.02 +0.11

Table 6.5: Correlation matrix (3) of the 26 fitted parameters, with statistical and systematic
errors combined.

I, I_ I IR It IRs I'm I'm I
I, +1.00
I_ —0.06  +1.00
I 4+0.00  +0.01  +1.00
IR —0.04 —0.06 —0.00 +1.00
Its 4+0.04 —0.00 —0.14 —0.00 +1.00
RS —0.02 4021 +0.01 —0.01 +0.00 +1.00
'™ —-0.07 —0.01 —0.00 -0.35 —0.00 +0.00 +1.00
I —0.15  40.01  —0.09 +0.01 —0.23 —0.00 +0.01 +1.00
I 4+0.01 —0.14 —0.23 +0.01 +0.04 —0.06 +0.00 +0.03 +1.00
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On the other hand, I, is related to A*“A* by the definition in Eq. (4.26):
I, ~Im [A"A™] .
Consequently, the zero consistent values of I indicates
sin(2¢ +64) ~ 0 (6.52)

and thus
25 + 01 ~ 180° or 360°. (6.53)
Our fit result favors 8+ ~ 0 as follows. For simplicity, we suppose an extreme case where
all of U and Una™ B are zero. With Eqs. (4.25) and (4.27), U, =0 leads to
|A%| = |A"] . (6.54)
and Ung™ ™) = 0 leads to o
ARATT = AT AT . (6.55)
Combining Egs. (6.54) and (6.55) with the isospin relation of Eq. (B.16), we obtain

AR = A% (6.56)
which corresponds to
0 =0 (6.57)
since _
0. = arg (Ai*Ai) . (6.58)

Though some of the U and U,;;Im(Re) in Table 6.2 are significantly non-zero, the situation
is basically similar to this and 6L ~ 0 is favored; Fig. 6.8 shows the constraint on 6. as the
results of the full Dalitz4+Pentagon analysis performed in Sec. 2 of chapter 7, where 61 ~ 0
corresponds to small Ay2.

With 04+ ~ 0 and 2¢2 + 0+ ~ 180° or 360°, our result favors ¢o ~ 90° or 180°.

4 Systematic Uncertainty

Tables 6.6-6.8 list the systematic errors for the 26 time-dependent Dalitz plot parameters.
The total systematic error is obtained by adding each source of systematic uncertainty in
quadrature.

Radial excitations (p’ and p’’)

The largest contribution for the interference terms tends to come from radial excitations
(p(1450) and p(1700), or p’ and p”). The systematic error related to the radial excitations
can be categorized into three classes: 1) uncertainties coming from the lineshape variation, i.e.,
the lineshape difference between each decay amplitude, 2) uncertainties in external parameters,
Mp(1450), L p(1450), Mp(1700) L p(1700), and 3) uncertainties in the common lineshape parameters
(£ and vy used for the nominal fit.

In our nominal fit, we assume all of 6 decay amplitudes have the same contribution from
p(1450) and p(1700), i.e., we assume Eq. (6.7). This assumption, however, is not well grounded.

As described in Sec. 1, in general, the contributions from p(1450) and p(1700), i.e., (BL and
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-180 -120 -60 0 60 120 180
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Figure 6.8: Ax? = x?(0+) — x%,, vs. 0+ as a result of Dalitz+Pentagon analysis, the detail
of which can be found in Sec. 2 of chapter 7. The regions with small Ax? correspond to the
favored region for 6. As can be seen in the figure, 61 = 0 is included in the allowed region.

5)., can be different for each of the decay amplitudes and thus the systematic uncertainty from
this assumption must be addressed. For this purpose, we rewrite Eq. (6.7) as

(= (- _
Fr(s) = BWCE%O) (s)+(B+ Aﬂn)chgﬂso) (s)+(v+ A(’YL)BWCE??OO) (s) - (6.59)

2 2 2

The variation of the contributions from radial excitations is described by non-zero A(B,: and
A7), which are 12 complex variables. We generate various toy MC samples, where the input
A* and A" are fixed but the values of A(EL and A7), are randomly varied according to the
constraints on A(BL and A7); these constraints are obtained from the results in Sec. 1-1 of
Sec. 1, and are combined with the isospin relation [17, 18], which improves the constraints.
The statistics for each pseudo-experiment are set to be large enough so that the statistical
uncertainty is negligible. We assign the variations and the biases of the fit results due to the
A(BL and A7), variation as systematic errors.

For the masses and widths of the p(1450) and p(1700), we quote the values from the
PDG [52]. To estimate the systematic error coming from uncertainties in their parameters, we
generate toy MC varying the input masses and widths and fit them with the masses and widths
of the nominal fit. Here, we vary the masses and widths by twice the PDG error, £50 MeV /c?
and £40MeV/c? (£120 MeV/c? and 4200 MeV /c?) for p(1450) and p(1700) masses (widths),
respectively. This is because the variations between independent experiments are much larger
than the 10 PDG errors. We quote the mean shift of the Toy MC ensemble as the system-
atic errors. The contribution from the uncertainties of the mass and width of p(770) is also
estimated in the same manner.

We perform the toy MC to take account of the systematic errors from the uncertainties in 8
and ~ for the nominal fit, determined in Sec. 1-1, in the same way. Here, the correlation among
the four degrees of freedom of (3,7) is significant and thus we treat the correlation properly,
as described in Sec. 2 of appendix H.

SCF

Systematic errors due to SCF are dominated by the uncertainty in the difference between data
and MC; these errors are determined from the B — D) p control samples that contain a single
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70 in the final state [53]. We generate toy MC samples varying the amount of SCF’s by their

1o errors, which are £100% for the CR SCF and fgg(w)% for the NR SCF in the DS-I (DS-II);
fit the toy MC samples in the same condition as nominal fit; and quote the mean differences
of the fit results from the default.

We also take account of the uncertainties from the event fraction for each r region (for CR
and NR), the wrong tag fractions (for CR) and lifetime used in the At PDF (for CR), which
are obtained from MC. We vary these parameters in the data fit and quote differences from
the nominal fit as systematic errors.

Signal Dalitz PDF

Systematic errors due to the Dalitz PDF for signal is mainly from the Dalitz plot dependent
efficiency. We take account of MC statistics in the efficiency* and uncertainty in the m°
momentum dependent efficiency correction, €’(p,o), obtained from the control samples of the
decay modes B — p~D®+ B — 7=D®+ B~ — pD™0 and B~ — 7~ DO, where
we choose the D subdecay modes such that a single 7° is included in the final states. The
Dalitz plot efficiency obtained from MC is found to have a small charge asymmetry (~ 3%
at most). We generate toy MC samples with and without the asymmetry, fit them using the
nominal PDF with the asymmetry, and quote twice the difference as the systematic error. The
Dalitz plot efficiency is r region dependent and obtained as a product with the event fraction
in the corresponding region, Fslig -el(m/,0"), using MC. The difference in the fraction, ]-"slig, for
data and MC is estimated to be ~ 10% at most, using the B — D* 7t decay mode as a
control sample. We vary the fraction in each r region by £10% and fit the data to estimate
the systematic error.

Background Dalitz PDF

The Dalitz plot for continuum background has an uncertainty due to the limited statistics of the
sideband events, which we use to model the PDF. We estimate the uncertainty by performing
a Toy MC study of sideband events®. Systematic uncertainty from the statistics of the BB
MC, which is used to model the BB Dalitz plot PDF, is also taken into account®.

B° — nt7~ 70 processes other than B® — (pm)°

Large contributions to the systematic errors for the non-interfering parameters tends to come
from the BY — nt7~ 70 decay processes that are not B® — (pm)°. We take account of
the contributions from B® — f,(980)7°, B® — f£3(600)7°, B® — wn® and non-resonant
BY — gt7— 7% Using the 1o upper limits” as input, we generate toy MC for each mode
with the interference between the B — (p7)° and the other B® — 777~ 7% mode taken into
account. We obtain the systematic error by fitting the Toy MC assuming B® — (p7)? only in
the PDF. Within physically allowed regions, we vary the C P-violation parameters of the other
BY — 7777 7% modes and the relative phase difference between B® — (pm)? and the other
BY — 7t7~ 70 as the input parameters, and use the largest deviation as the systematic error
for each decay mode.

4The detailed description on the estimation of the statistical fluctuation can be found in Sec. 1-2 of ap-
pendix H.

5The detail of the procedure can be found in Sec. 1-1 of appendix H.

6The detailed description on the estimation of the statistical fluctuation can be found in Sec. 1-2 of ap-
pendix H.

"The procedure to obtain the upper limits can be found in appendix G.
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Background fraction

Systematic errors due to the event-by-event A E-My,. background fractions are studied by vary-
ing the PDF shape parameters and the fraction of continuum background, and the correction
factor to the signal PDF shape by +10. We also vary the fractions of the BB background,
which are estimated with MC, by £50% (£20%) for the b — ¢ (b — w) transition. We assume
smaller uncertainty for the b — u category since the branching fractions of the decay modes in
this category are better measured than those of the b — ¢ category.

Physics parameters

We use the world average [52, 54, 55| for the following physics parameters: 7o and Amg (used
for the At PDF’s of signal and BB background), the CKM angles of ¢; and ¢ (used in BB
background), and the branching fractions of b — u decay modes (used in BB background). The
systematic error is assigned by varying them by +1c. The charge asymmetry of B® — afwﬁ
for which there is no measurement and we use zero in the nominal fit, is varied in the physically
allowed region, i.e., £1.

Background At PDF

Systematic errors from uncertainties in the background At shapes for both continuum and BB
backgrounds are estimated by varying each parameter by +1o.

Vertex Reconstruction

To determine the systematic error that arises from uncertainties in the vertex reconstruction,
the track and vertex selection criteria are varied to search for possible systematic biases. Sys-
tematic error due to the IP constraint in the vertex reconstruction is estimated by varying the
smearing used to account for the B flight length by +10 um.

Resolution Function for the At PDF and Flavor Tagging

Systematic errors due to uncertainties in the resolution function are estimated by varying
each resolution parameter obtained from data (MC) by +1lo (+20). Systematic errors due
to uncertainties in the wrong tag fractions are also studied by varying the wrong tag fraction
individually for each r region.

Fit Bias

We observed fit bias due to small statistics for some of the fitted parameters. Since this bias
is much smaller than the statistical error, we take it into account in the systematic errors. We
estimate the size of the fit bias by toy MC study and quote the bias as the systematic errors.
We also confirm that the bias is consistent between toy MC and full detector MC simulation.

Tag-side interference

Finally, we investigate the effects of tag-side interference (T'SI), which is the interference be-
tween CKM-favored and CKM-suppressed B — D transitions in the fi., final state [56]. A
small correction to the PDF for the signal distribution arises from the interference. We es-
timate the size of the correction using the BY — D*~ ¢ty sample. We then generate MC
pseudo-experiments and make an ensemble test to obtain the systematic biases.
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Table 6.6: Table of systematic errors (1). The notation “< 0.01” means that the value is
small and less than 0.01, and thus invisible in the number of significant digits shown here. We
calculate the total systematic error including these small contributions.

Uj— U0+ U:LRe UIéRe Uj-éRe Ui—fm Ui—o,lm Uj_élm
p' and p” 0.01 0.01 0.31 0.19 0.19 0.21 0.39 0.30
SCF 0.01 0.02 0.31 0.09 0.11 0.11 0.12 0.11
Signal Dalitz 0.06 0.01 0.15 0.20 0.18 0.13 0.10 0.10
BG Dalitz 0.02 0.01 0.17 0.11 0.11 0.14 0.10 0.19
Other mrm 0.04 0.02 0.06 0.08 0.07 0.10 0.09 0.07
BG fraction 0.02 0.01 0.08 0.04 0.07 0.06 0.03 0.11
Physics 0.02 <0.01 0.01 0.01 0.02 0.01 0.01 0.01
BG At <0.01 <0.01 0.03 0.01 0.01 0.02 0.01 0.01
Vertexing 0.03 0.01 0.03 0.05 0.02 0.09 0.05 0.07
Resolution < 0.01 <0.01 0.03 0.05 0.02 0.02 0.02 0.03
Flavor tagging <0.01 <001 <001 <001 <001 <0.01 <0.01 0.01
Fit bias 0.02 0.02 0.10 0.11 0.07 0.06 0.24 0.22
TSI <0.01 <0.01 0.01 0.02 0.02 0.02 0.01 <0.01
Total 0.09 0.04 0.52 0.35 0.33 0.34 0.51 0.47

Table 6.7: Table of systematic errors (2). The notation “< 0.01” means that the value is
small and less than 0.01, and thus invisible in the number of significant digits shown here. We
calculate the total systematic error including these small contributions.

U U- U, U U™ v ous™ ug™ oo™
o and p” 001 002 004 053 029 042 070 031  0.59
SCF 002 002 002 009 017 017 013 009  0.18
Signal Dalitz 0.01 002 001 027 020 014 030 015  0.19
BG Dalitz 0.04 003 002 028 032 022 030 020 030
Other 7 0.03 003 0.02 007 008 012 013 008 008
BG fraction 002 004 001 018 017 014 022 013  0.11
Physics 0.01 001 <0.01 003 003 003 004 001 004
BG At <0.01 <0.01 <0.01 0.02 003 002 003 002 0.03
Vertexing 0.02 001 005 018 020 017 008 007 0.1
Resolution 0.01 0.01 <0.01 0.10 0.14 0.28 0.07 0.11 0.26
Flavor tagging | 0.0l  0.01 <0.01 0.03 003 003 005 003  0.02
Fit bias <001 0.02 <001 003 009 002 027 008 026
TSI 003 003 001 006 003 001 005 004 0.02
total 0.07 008 008 072 060 065 091 047 083
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Table 6.8: Table of systematic errors (3). The notation “< 0.01” means that the value is
small and less than 0.01, and thus invisible in the number of significant digits shown here. We
calculate the total systematic error including these small contributions.

I, I_ I I{e ke R o mo o iw
o and p” 0.02 0.02 0.03 0.82 0.64 0.55 0.46 0.56 0.48
SCF 0.01 0.01 0.01 0.18 0.27 0.10 0.38 0.17 0.14
Signal Dalitz 0.01 0.01 0.01 0.28 0.22 0.14 0.27 0.21 0.30
BG Dalitz 0.01 0.01 0.01 0.29 0.35 0.26 0.28 0.26 0.34
Other mrrm 0.02 0.03 0.01 0.13 0.10 0.10 0.10 0.13 0.14
BG fraction 0.01 0.01 0.01 0.13 0.24 0.19 0.16 0.15 0.25
Physics 0.01 0.01 <0.01 0.04 0.05 0.03 0.04 0.03 0.05
BG At <0.01 <0.01 <o0.01 0.05 0.04 0.03 0.05 0.04 0.09
Vertexing 0.02 0.01 0.03 0.11 0.24 0.09 0.31 0.36 0.16
Resolution 0.01 0.01 0.01 0.19 0.22 0.15 0.28 0.20 0.23
Flavor tagging <0.01 <0.01 <o0.01 0.04 0.07 0.04 0.04 0.07 0.03
Fit bias <0.01 0.01 <0.01 0.11 0.10 0.41 0.25 0.13 0.18
TSI <0.01 <0.01 <o0.01 0.09 0.04 0.06 0.05 0.18 0.05
Total 0.04 0.04 0.05 0.98 0.92 0.80 0.89 0.85 0.81
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Chapter 7

Interpretation of the Fit Result

In this chapter, we describe several interpretations of our result of the time-dependent Dalitz
plot analysis. Though the main purpose of this analysis is to constrain the CKM angle ¢2,
which is described in Sec. 2, our analysis also gives useful information on the parameters related
to the quasi-two-body processes of B® — pt7~, p~nt, and p°7°, as written in Sec. 1.

1 Quasi-Two-Body Parameters

Among the 27 coefficients determined by the time-dependent Dalitz plot fit, those of the
non-interfering terms, Ujrr, U, UJ, U;, UZ, Uy, Iy, I, and Iy can be interpreted as
the C'P-violation and non-C P-violation parameters of the quasi-two-body decay processes of
BY — ptr—, BY = p=at, and B° — p°70. In the following, we extract the quasi-two-body
parameters from the result of the time-dependent Dalitz plot analysis.

1-1 Parameters Related to B — p*rT

Since ptnT are not CP eigenstates, the time-dependent decay rates of the processes B? —
ptnT are described by Eq. (2.96). We can calculate the CP-violation parameters in the
equation from the several of the 27 coefficients determined by the time-dependent Dalitz plot
fit as

Uy U- 2I 2I_ uf-ut
Ct=—, ¢ =—, St=—, =", A="—+2 7.1
Ul Ut U Ut rmo Ui+ Ut 1)
and Ct+¢C ct-¢C ST+S St -8
+C~ -C~ +57 -5
=—— AC=—=-— =—— AS=——. 2
c=i =, Aac=T o, s=2 2, As=T— (7.2)
As described in Sec. 3-4 of chapter 2, ACP, C, and S are C'P-violation parameters, while AC

pm
and AS can be non-zero even without C'P violation, The charge asymmetry, .AEWP , is a time-
and flavor-integrated C'P-violation parameter that can be interpreted as

I'(B°, B — ptn~) —TI'(B°, B® — p=r™)
['(B% B — ptr—) +T(B% B° — p~mt) -

ASE = (7.3)
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Table 7.1: Correlation matrix of the quasi-two-body parameters, with statistical and systematic
errors combined.

ASP ¢ AC S AS
ASE 1 41.00

C | -017 +1.00

AC | 4010 +0.16  +1.00

S | 4001 —0.02 —0.00 ~+1.00

AS | —0.00 —0.01 —0.02 +0.29 +1.00

From our measurement listed in Table 6.2, we obtain

ASP = —0.12+0.054+0.04, (7.4)
C = —0.13+0.09=+0.05, (7.5)
AC = +0.36+0.10+0.05, (7.6)
S = 40.0640.1340.05, and (7.7)
AS = —0.08+0.1340.05, (7.8)

where first and second errors are statistical and systematic, respectively. The correlation matrix
is shown in Table 7.1.

One can transform the parameters into the direct C'P violation parameters At~ and A_*
defined as

ASE +C+ ASPAC
1+ AC+ASFC
ASP —C — ASTAC

A = TUITAGCACPC (7.10)

-
A = , and (7.9)

which are more convenient for interpretation since

Al- = ( ), and (7.11)

P(BY — p=at)+T(B% — ptn)

I'(B° = ptr) —T(B° — p~nt
A = (B = prr) “I(B = pr) (7.12)

P(BY — pta=)+T(B% — p—7t)

We obtain

Af- = +021+£0.08+0.04, and (7.13)
A = +0.08+0.16+0.11, (7.14)

with a correlation coefficient of +0.47. Our result differs from the case with no direct CP
asymmetry (Af- =0 and A F = 0) by 2.3 standard deviations (Fig. 7.1). More data would
be useful to clarify whether direct C'P violation is present.

1-2 Parameters Related to B° — pn°

Evidence for B® — p°7% Decay Channel

The existence of the decay channel B — p°7° has been a matter of argument due to the
discrepancy between the branching fractions reported by Belle and BaBar. Though the dis-
crepancy is becoming smaller as the data increase, there is still a difference of 1.7 ¢ between
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Figure 7.1: Contour plot of the confidence level for the direct C'P violation parameters A;‘,r_
vs. A .
pT

them [57, 58]:

B(B® — pn0)Bele = 31210 8537050 (x1079%) , (7.15)

B(B® — pPn0)BaBar — 14406403 (x107°). (7.16)

In our analysis, non-zero U~ corresponds to the existence of the BY — p°7® decay channel.
As listed in Table 6.2, we obtain

U =+0.29+0.05+0.04 , (7.17)

which significantly differs from zero. Since the likelihood curve deviates from a Gaussian as
shown in Fig. 7.2, we calculate the significance by the convolution of the likelihood curve and a
Gaussian that describes the systematic error. We obtain a result that excludes Uy = 0 by the
significance of 4.8 ¢. This is the most significant evidence for the B® — p°7% decay channel at
present.

To compare our result with the dedicated branching fraction measurements, we use the
ratio of the branching fractions, B(B® — p°7%)/B(B° — pTa¥). The result of the Dalitz plot
analysis is related to the ratio as

B(B° — p°x%) U (7.18)
B(B = p*n7) _ UF +UT~ '
Our measurement yields
B BO 0.0
(B2 = ™) 130 +0.022 £ 0.020 . (7.19)

B(BY — p*r¥)
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Figure 7.2: The likelihood curve (solid line) as a function of Uy". The dotted curve shows a
Gaussian curve corresponding the statistical error we quote.

The branching fraction measurements of Belle and BaBar yields

B(BO 0 O)Belle 3_12+0.88+0.60

—pm _ ~0.82-0.76 _ +0.049
B(B® — ptaF)WA — 240425 0.130Z¢.046 » and (7.20)

B(B° — p0r0)BaBar  1440.6+0.3
= = 0.058 £ 0.02 21
B(BY — p*nF)WA 210t 25  08E0029, (7.21)

where we use the world average [54, 55] for the denominator. Our result supports the branching
fraction measurement of Belle. The Dalitz plot analysis by BaBar also favors rather large
contribution from B? — p7% [59], being consistent with our result:

B(B° 0.0
% =0.103 £ 0.018 £ 0.019 . (7.22)
B(B - P W:F) BaBar,Dalitz

CP Violation Parameters

We also measure the C'P violation parameters of B — pO70. Since p°7° is a C'P eigenstate,

its time-dependent decay rate is described by Eq. (2.92). The C'P violation parameters A oo
and Sjo,0 are calculated as

21,

A0 = _U_2+ , and S0 = U (7.23)
We obtain

Agro = —049+0.36+0.28, and (7.24)

S0 = +0.17+0.57+0.35, (7.25)

with the correlation coefficient of —0.08. This is the first measurement of S,0-0. Our measure-
ment of Ajoro is consistent with and better than the previous measurement from Belle based
on a data set corresponding to 386 x 106 BB pairs [57]:

Agoro =—0.53T0 871019 (7.26)
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2 Constraint on ¢,

We constrain the CKM angle ¢4 from our analysis following the procedure described in Ref. [19].
With three BY — (pm)° decay modes, we have 9 free parameters including ¢o:

9 = (6 complex amplitudes = 12d.0.f.) + ¢2

7.27
—(1 global phase) — (1 global normalization) — (1 isospin relation = 2d.o0.f.) , (7.27)

where we make use of an isospin relation that relates neutral B decay processes only [17,
18]. Parameterizing the 6 complex amplitudes with 9 free parameters, we form a x? function
using the 26 measurements of our time-dependent Dalitz plot analysis as constraints. We first
optimize all the 9 parameters to obtain a minimum 2, x2. ; we then scan ¢, from 0° to 180°
optimizing the other 8 parameters, whose resultant minima are defined as x2(¢2); and Ax?(¢2)
is defined as Ax%(¢2) = x(¢2) — X2, Performing a toy MC study following the procedure
described in Ref. [60], we obtain the 1 — C.L. plot from the Ax?(¢2)!; the result is shown in
Fig. 7.3 as a dotted curve?.

To incorporate all available knowledge, we combine our analysis with the information of
the related charged B decay processes. We use the following world average branching fractions
and asymmetries: B(B? — p*rF), B(Bt — ptr0), A(B* — pt7°), B(B* — pzt), and
A(BT — pnt) [54, 55], which are not correlated with our 26 observables. With the 31 mea-
surements above, we perform a full combined Dalitz and isospin(pentagon) analysis. Having 5
related decay modes, we have 12 free parameters including ¢o:

12 = (10 complex amplitudes = 20d.o.f.) + ¢o (7.28)

—(1 global phase) — (4 isospin relations = 8d.o.f.) . '
The detail of x? formation can be found in appendix B. The obtained 2, is 10.2, which is
reasonable for 31(measurements) — 12(free parameters) = 19 degrees of freedom. Following
the same procedure as above, we obtain the 1 — C.L. plot in the Fig. 7.3 as a solid curve. We

obtain
68° < ¢g < 95° (7.29)

as the 68.3% confidence interval consistent with the SM expectation. A large SM-disfavored
region (0° < ¢o < 5°, 23° < ¢2 < 34°, and 109° < ¢o < 180°) also remains.

LAx?(¢2) is usually expected to follow a x? distribution with one degree of freedom and thus the cumulative
x? distribution for one degree of freedom is usually used to convert Ax?(¢2) into a 1 — C.L. plot. A toy
MC study shows, however, that this is not the case for B — pm, and an analysis with this assumption yields
confidence intervals with undercoverage. Thus, we perform a dedicated toy MC study to obtain the confidence
interval with correct coverage.

2A 1 — C.L. plot reads as follows. Figure 7.4 shows an example of the plot of 1 — C.L. vs. ¢2. To calculate
a confidence interval for a confidence level of C.L. = =z, one reads the intersection of a horizontal line of
1—C.L. = 1 —x and the filled region, or the region where the plotted curve is above the line of 1 —C.L. = 1—z.
For example, a confidence interval for 68.3% C.L. is obtained by the intersection of a line 1 — C.L. = 0.317
and the filled region, leading to 70° < ¢2 < 110° in this example. Note that a confidence level can only be
defined for an interval (confidence interval) of ¢2 and not for a specific value of ¢2. Thus, a statement like the
following is misleading: the confidence level for ¢o = 90° is 0. A correct statement is the confidence level for
the confidence interval of 70° < ¢2 < 110° is 68.3%.
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Figure 7.3: 1 — C.L. vs. ¢2. Dotted and solid curves correspond to the result from the time-

dependent Dalitz plot analysis only and that from Dalitz and isospin (pentagon) combined
analysis, respectively.
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Figure 7.4: An example of 1 — C.L. vs. ¢ plot with a central value of ¢ = 90° and a 1o

error of 20°. Dotted (blue) and dot-dashed (green) horizontal error bars correspond to the
confidence intervals for the confidence levels of 68.3% and 90%, respectively.

108



Chapter 8

Discussions and Conclusions

1 Test of Standard Model by ¢, Measurement

As described in chapter 1, the comparison of the direct measurement and indirect measurement,
or the standard model (SM) expectation, of a parameter in the CKM model is a good test of
SM. In this section, we perform the SM test using ¢o as the test parameter, where the direct
measurement incorporates our analysis of B — pm.

1-1 Direct Measurements of ¢,

The direct measurement of the CKM angle ¢4 is possible by using the isospin analysis [16] of
the decay modes B — nm and B — pp, as well as the analysis of B — pm. Figures 8.1 and 8.2
show the constraint on ¢ obtained by the isospin analysis using the world averages [54, 55] of
the C'P-violating asymmetries and branching fractions of B — 7mm and B — pp, respectively.
As 68.3% confidence intervals, they give

0° < 3™ < 7°, 83° < @F™ < 105°, 115° < @77 < 155°, 165° < ¢J™ < 180°, (8.1)

and
0° < @hP < 18°, 7T2° < b < 112°, 158° < ¢h” < 180°. (8.2)

By combining the constraints from B — 7w and B — pp, the number of discrete solutions in
the constraint from B — 77 decreases from four to three:

0° < ¢y PP < 7% 83° < ¢y < 105°, 165° < g5 7" < 180°. (8.3)

We combine this result with our result of B — pm shown in Fig. 8.3, which gives a 68.3%
confidence interval of

0° < @™ < 5°, 23° < gfF <34°, 68° < hT <95°, 109° < ¢ < 180°.  (8.4)

Figure 8.4 shows the combined result. By the addition of our analysis, the constraint improves,
in particular for the solution of ¢o ~ 90°:

0° < ¢ < 4°, 83° < ¢y < 95°, 167° < ¢p2 < 180°. (8.5)

From the Fig. 8.4, one may consider the solution of ¢ ~ 180° is better favored than that of
@2 ~ 90°. However, the difference is insignificant, corresponding to the significance of 0.16 o.
Thus, at current statistics we cannot conclude that one of the solutions is more favored than
the other.
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Figure 8.1: 1 — C.L. vs. ¢ obtained by using B — 7w decay modes.
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Figure 8.2: 1 — C.L. vs. ¢2 obtained by using B — pp decay modes.
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Figure 8.3: 1 — C.L. vs. ¢2 obtained from our B — p7 analysis.
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Figure 8.4: 1 — C.L. vs. ¢ obtained by combining the constraints from B — nw, B — pm, and

B — pp (solid curve). Dashed, dotted, and dot-dashed curves correspond to the constraints
from B — pm, B — 7w, and B — pp, respectively.

1-2 Comparison of the Direct and Indirect Measurements of ¢,

As described in chapter 1, the CKM-picture allows us to calculate ¢2 as SM expectation
from the measurements other than the direct measurements.

The indirect measurement of
¢2 is mainly determined by the constraints from sin2¢:1 and |ViqVj|/|VeaVy;|, as illustrated

in Fig. 1.1. The former is from the measurement of the C'P violation in the “golden mode,”
B — J/yKP°, at B-factories. The latter is decomposed as

|V;5dv;52| _ |thV£| 1 . “/tsl 1 |Vus| ) (86)
VeaVapl — VisVigl Vusl Ve [Vig| [Veal

Here the following relations hold by the unitary and hierarchal properties of the CKM matrix
(See Eq. (2.11)):

|Vis| 1 Vs
NI UTINSS (8.7)
Veol IVl Vel

Consequently,
|‘/Cd‘/c2| |VtSVtZ| Vs | ,

where each factor is obtained by the measurement of By-By mixing parameter

Amg ~ [VigVis |

(8.9)
the measurement of B,-B, mixing parameter

Amg ~ |V;53V;1;|2 ) (8.10)

and the measurements of the kaon decays (|Vis|).

The detailed description can be found
elsewhere [60]. Note that the important aspect in the measurement of [ViqVii|/|VeaVi| is to

take the ratio of Amg and Amg, which leads to a sizable improvement of the precision by the
cancellation of the theoretical uncertainty of QCD calculation. The dominant uncertainty of

[ViaVipl/|VeaVi| comes from the theoretical calculation of the SU(3) breaking effect between
By and Bs.
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The global fit using all the available measurements as of the summer 2006, except for the
direct measurements of ¢o, yields [11]

2 = (100.0135) °
On the other hand, the CKM-favored solution from direct measurements is
83° < 9™ < 95° .
They have an overlapped region and thus they are consistent with each other; the CKM-

picture of C'P violation is confirmed to be correct by the comparison of the direct and indirect
measurements of ¢ at the precision of o4, ~ 7°.

2 Conclusions

In summery, we performed a time-dependent Dalitz plot analysis of B — w7~ 7% decays
based on a 414fb™" data sample that contains 449 x 106BB pairs collected on the T(4S)
resonance with the Belle detector at the KEKB energy-asymmetric e™e™ collider.

Combining the time-dependent Dalitz plot observables obtained from our analysis with the
information on charged B decay modes, we perform a full Dalitz and isospin analysis for the
first time and obtain a constraint on the CKM angle ¢,

68° < ¢y < 95°

as the 68.3% confidence interval consistent with the standard model (SM). A large SM-
disfavored region (0° < ¢2 < 5°, 23° < ¢ < 34° and, 109° < ¢2 < 180°) also remains.
This result is combined with the measurements from B — w7 and B — pp and gives the 68.3%
confidence interval of

0° < 2 <4°, 83° < ¢y < 95°, 167° < ¢p2 < 180°,

where our analysis of B — pm plays an essential role for the improvement of the precision. This
result is compared with the SM expectation of ¢o = (100.0‘_”?2) °, and found to be consistent
with it; the CKM-picture of the C'P violation in the quark sector is confirmed to be correct at
the precision of og, ~ 7°.

The time-dependent Dalitz plot observables are also interpreted as quasi-two-body CP-
violation parameters in B® — pTn¥. We obtain

ASP = —0.12+0.05+0.04,

C = —0.134£0.09+0.05,

AC = +0.36+0.10+0.05,

S = +0.06+0.134+0.05, and
AS = —0.0840.1340.05,

where the first and second errors correspond to statistical and systematic errors, respectively.

From Ag,f , C, and AC above, direct C'P-violation parameters in the B® — p*7F process are

calculated to be

AfS = +021+0.08£0.04, and
A = +0.08+0.16+0.11.
The C P-violation parameters of the B® — p?7° process are also obtained to be
Apro = —0494£0.364+028, and
Spmo = +0.170.57+0.35,

where 800 is measured for the first time.
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Appendix A

Detailed Study of the PDF for
Each Component

1 Correctly Reconstructed Signal

The PDF for correctly reconstructed signal is described by Eq. (6.12). In this section, we
discuss the AE-Mye PDF, Pirue(AE, Mye; pro), efficiency over the Dalitz plot, €/(m/,6’), and
correction factor for it, €'(pro), which is a product of € ,(pro) and epp(pro) described in the
followings. We also comment on possible detector resolution effect in Dalitz plot.

1-1 AE-M,. PDF

We model the AE-M,. PDF by binned histogram. Since the resolution of 7% energy measure-
ment is dependent on the momentum of 7° in the laboratory frame, the width of the AE-M,
distribution, in particular AFE, is dependent on the 7° momentum, which we take into account
as described in the following. We also take account of the MC-data difference.

On the Correlation between AFE and My,

Since the final state 7t7~ 70 includes 7%, the tail part of the AE-M, tends to be correlated
and the correlation is dependent on the 7° momentum, p,o, as shown in Fig. A.1. We adopt
to use binned histogram for the AFE-Mjy, to take account of this correlation.

~ 02— 0.2p 0.2F . 0.2p

N F(a ’ - b . F(C - d

2 Ql¥) 01¥) o1¥) 01¥).

S of of of of

Tg-0.1f 01f 01 0.1}

= g2k~ — 02— 02— -0,2 b———n
5.25 53 525 53 525 53 525 5.3

AE (GeV) AE (GeV) AE (GeV) AE (GeV)

Figure A.1: MC AE-My, distribution of correctly reconstructed signal, for (a) 0.0 GeV/c <
pro < 1.0GeV/e, (b) 1.0GeV/c < pro < 2.0GeV/e, (¢) 2.0GeV/c < pro < 3.0GeV/c, and (d)
3.0GeV/c < pro < 4.0GeV/ec.
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Dependence on 7° Momentum

As shown in figures A.2 and A.3, AE-My,. distribution of correctly reconstructed signal is
dependent on the momentum of 7°, p,o. This have to be taken into account since p,o is
strongly correlated with the square Dalitz plot variable m’, as shown in Fig. A.4; otherwise,
this effect could cause bias in the fit.

First, we subdivide the MC sample into 7° momentum regions with 0.2 GeV/c widths. For
each region, we prepare AE-My,. PDF’s, P; (AE, My.), where i, the index over the pro with
the correspondence of

, pro (GeV/e) — 0.1
" 0.2 ’

where [z] is the floor function, or the greatest integer function. Note that p o > 0.1 GeV/c is
required in the event selection. We normalize P;, (AE, M) in the grand signal region:

(A1)

// AAE dMye Pi, (AE, Mye) = 1. (A.2)
GS

With the P; (AE, M) above, we define the Py ue(AE, Myc; pro) as an interpolation in the
pro direction:
fp Pjp (AEv Mbc) + (1 - fp) Pijrl(AE; Mbc)

rua AE7M 7 e = 3 A3
Pt e( bc p 0) fpnjp + (1 _ fp) nijrl ( )

where
i = |:pﬂ.o (Ge?)/./;) —-0.2 , (A.4)
£, = 0.2 (jp + 2)(;210”0 (GeV/e) 7 (A5)
nj, = //SR dAE dMy. Pj,(AE, My.) . (A.6)

Here, the last equation defines the integral over the signal region. The above expression is only
valid for 0.2 GeV/c < pro < 3.6 GeV/c; outside the region, we define Pirye(AE, Myc; pro) as
Pj —o(AE, My.)
n.jPZO
Ptrue(AE7 MbC;pﬂ'o) = (A7)
Pj,—17(AE, M)

njp:17

(pro < 0.2GeV/c)

(pro > 3.6GeV/c) .

The denominator of Eq. (A.3) guarantees the required normalization condition:

// dAE decPtrue(AEv Mbc;pﬂ'o) =1. (AS)
SR

Correction for the Data-MC Difference (Fudge Factor)

There are differences between data and MC, mainly due to 1) the difference of tracking error
and 2) the difference of the energy spread of eTe™ beams. To take account of the difference,
we apply correction factors, which we call Fudge Factor.

We use B® — D~ p*(D~™ — K+*7~n~) and B® — D*~pt (D*~ — D7z, D° — K+7™)
decay modes, which have large branching fractions and high purity, as control samples to obtain
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Figure A.2: MC AF distribution of correctly reconstructed signal, for (a) 0.0GeV/c < pro <
1.0GeV/e, (b) 1.0GeV/e < pro < 2.0GeV/e, (¢) 2.0GeV/e < pro < 3.0GeV/e, and (d)
3.0GeV/c < pro < 4.0GeV/ec.
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Figure A.3: MC M, distribution of correctly reconstructed signal, for (a) 0.0 GeV/c < pro <
1.0GeV/e, (b) 1.0GeV/e < pro < 2.0GeV/e, (¢) 2.0GeV/e < pro < 3.0GeV/e, and (d)
3.0GeV/c < pro < 4.0GeV/ec.
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the Fudge Factor. Comparing the distributions of data and MC, we obtain the difference of
widths and mean values defined as

AL = fiData — IMC (A.9)

A0 = Opata/oMC (A.10)

for both of AE and M. Table A.1 lists the values with their statistical uncertainties.
With the obtained Fudge Factor, we define the corrected AF-My. PDF. First, we define
the corrected PDF for each p,o region as

1
P (AE', M) = ATBP(AE,MbC) , (A.11)
where A M
M. —m _ be
My = =T K mpo, (A12)
AE — ApAF
AE' = TA,S (A.13)

We determine the normalization factor Mp such that the corrected PDF satisfy
// dAE dM,. P{p(AE’,MbC’) =1. (A.14)
GS

Then, the corrected AE-My,, PDF is defined in the same way as Eqgs. (A.3) and (A.3), but
P; (AE, M) and nj, are replaced with Pi/,, (AE', My.") and n;p, where

n, = / / dAE dMy P} (AE', My.') . (A.15)
SR

Table A.1: Fudge Factor obtained by the control sample study.

DS-1 DS-11
ApAE (MeV) 03+1.1 —09+1.4
AchE 1.18 £0.05 1.18 +0.07
ApMee (MeV/c?)  0.38£0.11  0.36£0.13
AgMoe 0.9340.03 0.97 +0.04

1-2 Dalitz Plot PDF

The smearing and distortion of the Dalitz plot distribution are understood by the detector
resolution and the efficiency dependent on the Dalitz plot position. As discussed in the fol-
lowings, the effect of the former is negligibly small. As for the latter, we obtain the efficiency
from MC-generated events and apply corrections to take account of data-MC difference.
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On the Detector Resolution of Dalitz Plot

The measurement precision of the Dalitz plot variables is so good that we can ignore the finite
resolution of it. Figure A.5 shows the resolution. It is good enough compared to the width of
p, whose typical spread is ~ 0.05 in the square Dalitz plot. Using MC, we confirm the fit result
is not biased even if we ignore the smearing in Dalitz plot due to the detector resolution.

The main reason of the good resolution is that we do not use the energy of 7% to calculate
the Dalitz plot variables. Asimplied in Egs. (4.20) and (4.21), we only use 1) the four-momenta
of 7™ and 7, and 2) the flight direction of 7 in the rest mass frame of 777 ~. The usual Dalitz
plot variables, s;, s—, and s, are calculated from the square Dalitz plot variables following
appendix C, which corresponds to exploiting the relation of

sS4+ 5_ 4850 =mpo> + 2m+> + Mmyo? (A.16)

instead of using the 7° energy.
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Figure A.5: Residual distribution of the square Dalitz plot variables of m’ (left) and 8 (right)
obtained from MC. The resolution is dependent on m’; the upper and lower plots correspond
to the region of 0.1 < m’ < 0.2 and 0.7 < m’ < 0.8, respectively.

Efficiency

Since the acceptance is not constant over the Dalitz plot, we need to take account of it as a
Dalitz plot dependent efficiency, e(m/, 8"), which is shown in Fig. A.6. As shown in Fig. A.7, the
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efficiency curve is also dependent on the quality of the flavor tagging, r, and thus we introduce
the dependence on the r-bin as e(m’, 6';1).

In practice, the efficiency is entangled with the event fraction of each r-region, F!, and
we treat them together. As illustrated in Fig. A.8, it can be understood by two steps: first,
the events are distributed into the six r-bins by flavor tagging with the fractions of F', and
secondly, the detection efficiency e(m’, #’;1) is multiplied. Our concern is only with the relation
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Figure A.6: The Dalitz-dependent efficiency summed over all the tagging quality region. The
blue colored low efficiency regions correspond to the kinematic regions where one of the three
pions have low momentum.

between the original number of events, N, and the detected number of events, Fle(m/,0';1)N;
we do not need the intermediate information of F'N. That is, we only have to know about
the product Fle(m’,0';1) and do not have to disentangle it.

We obtain the Fle(m’,0';1) from MC-generated events. With the number of generated
events at the Dalitz plot position of (m/,0"), Ngen(m',6’), and that of reconstructed events at
(m/,0") in I-th r-bin, Nye.(m’,0’',1), we calculate it as

Nrec(mla 6/, l)

te(m/,0';1) = :
]:G(m 'V ) Ngen(m,,ol)

(A.17)

As a technical aspect, we use a MC generator that distributes the events flatly over the square
Dalitz plot, i.e., Ngen(m’,8’) ~ N(constant), to minimize the statistical fluctuation of the MC
with a limited computational resource.

On the Charge Asymmetry of Efficiency

The Dalitz-dependent efficiency obtained from MC has charge asymmetry; it has a significant
deviation from the following relation

e(m’,0';1) =e(m',1-0;1) . (A.18)
Note that the replacement §/ — 1 — @’ corresponds to 7+ — 7F. The asymmetry defined as

e(m’,0;1) —e(m’, 1 —0';1)

A.19
e(m/,0;1) +e(m/, 1 —0';1) ( )
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Figure A.7: The slice plot (0.3 < 6’ < 0.7) of the Dalitz-dependent efficiency for each tagging
quality region. The vertical axis is the product of F! and e(m’,0';1) in %.
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Figure A.8: Schematic illustration of the effect of r-bin event fraction, F*, and Dalitz-dependent
efficiency, e(m/,0';1).
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tends to have negative value for 8’ > 0.5 and ~ 3% at most. We use the asymmetric efficiency
for the nominal fit and quote twice of the difference between the cases with and without the
charge asymmetry as the systematic error.

Efficiency Correction for Data-MC Difference

As described above, we rely on MC to determine the Dalitz-dependent efficiency, and the
difference between data and MC should be taken into account. In particular, the electro-
magnetic cascade shower process is hard to reproduce perfectly, while the detection of charged
tracks is well reproduced by MC. Thus, we introduce an efficiency correction factor dependent
on the momentum of 7%, € ,(py0). We introduce the dependence on 7° momentum, which
is correlated with the square Dalitz plot variable m’ as shown in Fig. A.4 [], since an overall
efficiency difference is not important in our Dalitz plot analysis.
The correction factor is defined as

eData(

€ro(pro) = pro) : (A.20)

Pro)
and obtained using the control samples of the following decay modes:
e Bt — 7+ D° (D — Kgn0),
e BY - 7t D*= (D° — Kgr),
e Bt —ptD? (D° - Ktn=, D° - K*tn—n~7nF, D° — Kgrtn™),
e B = ptD- (D~ - Ktn—n~, D~ — Kgn~), and
e B — ptD*= (D° - Ktn=, D’ - K*tn~n—nt, D° — Kgntn™),

where D*~ — D7~ is only used for the D* decay. We choose the modes where the decay
chain including 7% consists of two-body decays only. This guarantees that the MC-generated
pro distribution is exactly the same as the distribution of data, except for the uncertainty of
the longitudinal fraction of the B® — V'V decays. Figure A.9 shows the correction factor,
where the uncertainty in each pro region is ~ 10% at largest. It turns out that the systematic
error due to this uncertainty is very small.
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Figure A.9: The efficiency correction factor € (p,o) for DS-I (left) and DS-II (right) obtained
by the control sample study. The vertical axis corresponds to €’ (pro).
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Efficiency Correction for Fudge Factor Effect

The Fudge Factor for the AFE-My,. PDF, combined with the p,o dependence of the AFE-My,
PDF, requires an efficiency correction. Figure A.10 illustrates the reason. In the region of high
pro, the AE distribution is wide and part of the distribution is outside of the signal region,
which corresponds to an inefficiency due to the signal region cut. Note that this inefficiency
is taken into account since we calculate the Dalitz-dependent efficiency after the signal region
cut applied, but with MC condition, i.e., no Fudge Factor applied in the calculation. By the
application of the Fudge Factor, the AE distribution becomes wider, since Ac®¥ > 1, and
the inefficiency is larger than the case without the Fudge Factor correction. This amounts to
~ 4% difference of the efficiency between the data and MC conditions, or with and without
the Fudge Factor correction. In the region of low p,o, on the other hand, the AE distribution
is so narrow that both of the distributions with and without Fudge Factor are totally inside
the signal region; there is no efficiency difference due to the Fudge Factor. Consequently, the
Fudge Factor effect causes the efficiency difference between data and MC that is dependent on
pro, which is to be corrected.

We calculate the correction factor, epp(pro), as follows. The efficiency of the signal region

cut esr(pyo) is
_ ffSR dAFE dM. Ptrue(AEv Mye; pﬂ(’)
ffGS dAE dec 7)‘nrue(AE‘a Mbc?Pw”)
1
- ffGS dAFE dMy. Ptrue(AEa Mbc?Pw”) ’

€ R(pﬂ(’)
i (A.21)

where the second equality is due to the normalization condition of Eq. (A.8). From Eqs. (A.2)
and (A.3), the efficiency for MC condition, i.e., without the Fudge Factor correction, is

eg/IRC(pﬂ'o) = fp njp + (1 - fp) njp"‘l : (A22)
The corresponding efficiency for the data condition, i.e., with the Fudge Factor correction, is
calculated in the same manner to be

ek (Pr0) = [y w; + (1= fp)n) o1 (A.23)
Thus, the correction factor epp(pyro) is

Data
’ €SR (pﬂ")
epr (Pr0) = a7~
" €Sy (Pro)

. o ”;'p + 1= fp) ”;'pﬂ
fpnjp + (1 - fp) Njp+1 .

(A.24)

On the Integration over the Dalitz Plot

Since p,o is correlated with m/, the correlation has to be taken into account in the integration
of Eq. (6.16). For this purpose, we define the efficiency correction averaged over the po defined
as

€(m') = /dp,,oe'(pwo)P(pwo;m’) , (A.25)

where P(pro;m’) is pro distribution for the given m’, corresponding to Fig. A.4. Tt is normalized
as

/dp,roP(pwo;m’) =1 (vm). (A.26)
In the integration of Eq. (6.16), we replace the €'(p,o) with the €' (m’) defined above, to take

account of the correlation.
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Figure A.10: Schematic illustration of the effect of Fudge Factor for high (left) and low (right)
pro regions. Solid and dotted curves correspond to the distributions with and without the
Fudge Factor correction, respectively. The arrows indicate the borders of the signal region.

Efficiency for Each Resonance

As typical values of the efficiency, we give the efficiencies for B® — p*n~, B — p~n*, and
BY — o970 in Table A.2. The efficiency difference between B® — ptn~ and B® — p~7t is
due to the charge asymmetry.

Table A.2: Efficiency for each pm resonance.

DS-I DS-I1

ptn=  7.9% ptn=  8.5%
p~ T 8.2% p~ T 8.7%
P 9.1% PO 9.4%

2 SCF

The PDF for SCF is described by Eq. (6.17). In this section, we discuss 1) the Dalitz plot
PDF, which is described by Eq. (6.22); 2) the AE-My. PDF with the dependence on Dalitz
plot, P;(AE, My; s;) with ¢ = CR, NR; and 3) the At PDF of Eq. (6.19).

2-1 Dalitz Plot PDF

Figure A.11 shows the distribution of SCF events in the Dalitz plot, where the distribution is
clearly separated into three parts. As discussed in Sec. 2-1 of chapter 6, the SCF is categorized
into CR and NR SCF’s, depending on the charge of the wrongly reconstructed track; 7+ (7°)
is wrongly reconstructed in CR (NR) SCF. The CR SCF can be subdivided into two by the
sign of the wrong 7%; we call them CR(+) and CR(—) using the charge of the wrong track. In
total, we have three categories, NR, CR(+), and CR(—), corresponding to the three clusters in
Fig. A.11. The reason of the clustering is that the SCF events concentrate on the Dalitz plot
positions where the wrongly reconstructed tracks have low momentum.

This localization of the SCF events leads to the fact that the fraction of SCF is dependent
on the original distribution in Dalitz plot. Table A.3 lists the typical fractions of SCF’s for
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each (pm)° resonance components. One can see that BY — p°7° yields very small fraction of
NR SCF, for example, which is because the 7° from B% — p°7% has high momentum.

1 “,

CR(+)

0.8

0.6
NR

0.4
CR(-)

i

0
O 02 04 06 08 1
m’

0.2

Figure A.11: Dalitz plot distribution of the SCF’s.

Table A.3: Fractions of the SCF events with respect to the correctly reconstructed events.

DS-I DS-II

CR NR CR NR
ptn= 3.8% 22% ptn= 3.5% 21%
p~ T 3% 21% p~ T 3.4% 20%
P’ 6.5% 0.3% PP 6.1%  0.3%

Migration in Dalitz Plot and Resolution Function

As written in Sec. 2-1 of chapter 6, we describe the migration effect of the SCF events by the
resolution functions R;(m/ ., 00, ; Mhens Onen) With i = CR, NR. The resolution function gives

obs? Yobs? "“gens Y gen
the distribution of reconstructed Dalitz plot positions (m!, ., 0..), for a given generated (or

obs? Yobs
correct) Dalitz plot position before the migration, (mMye,,Uge,), of which Figs. A.12 and A.13
show some examples for several (myg,,, Og.,,). By definition, the resolution function satisfies the

following normalization condition:

// dm deobs ( Mobss obs’ gen?oggen) - (V genvvoggen)' (A27)

In addition to the migration, we also have to take account of the detection efficiency for
SCF. Not all of the events are reconstructed as SCF. Much of the events are not detected due
to inefficiency, and the primary fraction of the detected events are correctly reconstructed; and
only small fractions of the events become SCF. We treat this effect using efficiency functions
dependent on the original Dalitz plot position, €;(mge,,04e,) With i = CR, NR, which are
shown in Fig. A.14.
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Products of the resolution functions and the efficiency functions describe the relation be-
tween the original Dalitz plot distribution and the observed Dalitz plot distribution of SCF’s.
We calculate the products using MC-generated events as

N; S( é) S’eé) s) .
Ri(mgbsa ébw gen’ eé;en) ( Mgen> eéen) = ]\ﬁ—be,b (Z = CR7 NR) ) (A'28)
gen gena gen
where Ngen (Mgey s Ogen) and NSJI;”(NR (M{1s Oh1,s) are number of events generated at (1M, ; Ogen)
and the number of events observed at (m,., 0., ) as CR (NR) SCF, respectively. One can

easily confirm the validity of Eq. (6.22) by Eq. (A.28). We confirm there is no significant
dependence of the efficiency and resolution functions on the flavor tagging quality r. For SCF,
we assume no charge asymmetry, i.e., we assume the following relation

Ri (mgbs’ gbs’ gen’ Glgen) ( gen’ elgen)

(A.29)
- R ( Mobss 1- é)bs7 gern olgen) ( gern a/gen) .

2-2 AE-M,. PDF

Figures A.15 and A.16 show the AFE-My, distributions for CR and NR SCEF’s, respectively.
As expected, the distributions are broader than that of correctly reconstructed signal. As
discussed in the followings, we find significant dependence of the AFE-My, distribution, AE in
particular, on the Dalitz plot variables and take account of it.

Dependence on the Dalitz Plot in CR SCF

Examining several parameter transformations, we find that s_ [s;] is the parameter that is
highly correlated with the AE-My, distribution of CR(4) [CR(—)] SCF. This is because s_
[s1] has one-by-one correspondence with the energy of 7+ [7~], which is wrongly reconstructed
in CR(+) [CR(—)] SCF.

Since CR(+) and CR(—) SCF’s are clearly separated in Dalitz plot as shown in Fig. A.11,
the following relation is satisfied:

s— for CR(+),

sy for CR(—), (A.30)

Scr = max(s4,s_) = {

which allows us to parameterize the A E- My, distribution of CR SCF by the above defined scg.

Figure A.17 shows the dependence of the AE distribution on scg. We prepare the AE-My,
PDF dependent on scr, Pcr(AE, Myc; scr), in the same manner as the Pyue(AE, Myc; pro)
described in Sec. 1-1.

Dependence on the Dalitz Plot in NR SCF

We prepare the A E-My, distribution of NR SCF in the same way as CR SCF. Here, AE-M,
PDF is parameterized by
SNR = S0 , (A31)

and defined as Pnr(AE, Myc; snr). Figure A.18 shows the dependence of AFE distribution
on sygr. Note that the tendency of the dependence is different from that of CR SCF. This is
because the energy of 7° is not used to calculate the Dalitz plot variables, while the energy of

7+ is used.
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Figure A.12: Migration effect of CR SCF. The plot (a) shows the generated position, and (b-1)
and (b-2) show the reconstructed position after the migration. The events generated at the

positions of P; and Py in (a) migrate and distribute as (b-1) and (b-2), respectively.
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Figure A.13: Migration effect of NR SCF. The plot (a) shows the generated position, and (b-1)
and (b-2) show the reconstructed position after the migration. The events generated at the
positions of Py and Ps in (a) migrate and distribute as (b-1) and (b-2), respectively. Note that
m’ is unchanged by the migration of NR SCF, since we only use the four-momenta of 7+ and

7~ to calculate m/'.
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Figure A.14: The Dalitz plot efficiency of SCF, €;(myge,, Ogy), for CR (left) and NR (right).
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Figure A.15: The distributions of (a) AE-My., (b) My projection, and (¢) AE projection for
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Figure A.17: AF distributions of CR SCF for (a) scr < 24 GeV?, (b) 24GeV? < scr <

25 GeV?, and (c) 25 GeV? < scr.

Figure A.18: AF distributions of NR SCF for (a) syr < 24 GeV?, (b) 24GeV? < syr <

25 GeV?, and (c) 25 GeV? < syR.
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2-3 At PDF

As described in Sec. 2-1 of chapter 6, the results of vertex reconstruction and the flavor tag-
ging for NR SCF is exactly the same as the correctly reconstructed signal, since the wrongly
reconstructed track, 70, is not used either of the vertex reconstruction or the flavor tagging.
In CR SCF, on the other hand, the wrongly reconstructed track, 7, is used for both of them
and thus the results are deviated due to the wrong track. In the followings, we describe how
we treat this effect.

Vertexing

Low momentum charged tracks are exchanged between Bcop and Byae in CR SCF. This always
makes the two vertices approach to each other and effectively reduce the B lifetime in the PDF
of Eq. (6.19). To take account of it, we introduce an effective lifetime, 7cr, which we determine
by fitting MC sample. Figure A.19 shows the fit result, which yields

1.172 £ 0.012ps for DS-T,
CR = { P (A.32)

1.052 £ 0.014ps for DS-II .

Note that the effect in the vertex reconstruction is not large, since the exchanged tracks have
low momenta and thus generally have large errors in the tracking parameters; the exchanged
tracks have low significance in vertex reconstruction. Thus, the model only with the modified
effective B lifetime is good enough for current statistics.

i 800 |-
1000 | | i
B ] B
800 | 600 |-
600 400 |
400 |- i
200 | 200 - ,
O : L L L L ‘ L L L L " 4 0 | L L L L ‘ L L | | |
-10 5 0 5 10 -10 5 0 5 10
At (ps) At (ps)

Figure A.19: At distributions of CR SCF for DS-I (left) and DS-IT (right), overlayed with the
fit results.

Wrong Tag Fraction

The wrong reconstruction of the charged track affects flavor tagging as well as vertex recon-
struction, since the exchanged track is used for the flavor tagging in the tag-side. Note that
the exchanged track has low momentum and thus it is explicitly used for flavor tagging as the
information of the slow pion category. (See Sec. 2 of chapter 4.) Table A.4 shows the wrong-tag
fractions, w;“®, and wrong-tag fraction differences, AwlCR, calculated using MC. As discussed
in the followings, Aw;“® have opposite sign for CR(+) SCF and CR(—) SCF, while w;“® are
common; the signs of Aw;“® shown in the table correspond to those for CR(+) SCF.

As shown in Fig. A.20, the wrong-tag fraction differences for CR SCF have significantly
non-zero values in contrast to those for correctly reconstructed signal, and have opposite sign
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for CR(+) and CR(—). This can be understood as follows!. In CR(+) SCF, 7% mesons with
low momenta are exchanged between Bcp and Bias. As described in Sec. 2 of chapter 4, the
slow 71 in tag-side is used to tag the Byae to be BY. Consequently, Bi,e of CR(+) SCF tends
to be tagged as B irrespective of the true flavor of Biag; the wrong-tag fraction is larger when
Biag = B than when Biag = B°. Thus, wy > w_ and Aw > 0.

Table A.4: Wrong-tag fractions, w; R, and wrong-tag fraction differences, Aw;“®, for CR(+)
SCF. For CR(—) SCF, w;C} are the same as CR(+4), while Aw;“® have opposite sign.

DS-1 DS-I1
l ’LUICR A’LU[CR l ’wlCR A’wlCR
1 0.4504+0.007 0.0404+0.014 1 0.4654+0.009 0.037+0.017
2 0.324+£0.008 0.071+£0.016 2 0.341+£0.010 0.059+£0.020
3 0.219£0.009 0.090=£0.017 3 0.218£0.010 0.101£0.021
4 0.157£0.008 0.055=£0.016 4 0.156 £0.010 0.089=£0.019
5 0.103 £0.007 0.065+0.013 5 0.096 +0.008 0.077+£0.017
6 0.0314£0.003 0.028 £0.006 6 0.035+£0.004 0.044 4+ 0.007
Awdefault =+
0.2 | Aw of CR(+) =—— 1
-Aw of CR(-)
CR average —a—
01t l* I* {-
| I{ .
| *
0 =+ 1 -+ e
+ +
1 2 3 4 5 6

Flavor tagging quality (1)

Figure A.20: Wrong-tag fraction differences for CR SCF, in comparison to those of default
values, i.e., the values for correctly reconstructed signal.

On the Flavor Asymmetry of Efficiency

In addition to the wrong-tag fraction difference, we also find the efficiency of the CR SCF has
significant flavor asymmetry?, which is shown in Fig. A.21. After investigation, we find that
the bias in the fit due to this effect is negligibly small and thus we ignore it.

Here, we only discuss CR(+) for simplicity. The same discussion can be applied to CR(—) flipping the sign
of charges.
2Note that the effect of flavor-asymmetric efficiency cannot be absorbed by the degree of freedom of the
wrong-tag fraction difference. The time-dependent decay width including the flavor-asymmetric efficiency is
a1 e~ |At/mpo

- {1 — Qtag [Aw —A(1 - 2w)}

dAt N drpo (A.33)

+ [qtag (1 — 2w — AwAE') + A€'] - [Acos(AmgAt) + S cos(AmgAt)] } ,
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The reason of the smallness of the bias is as follows. There also exists small flavor asymmetry
of efficiency for correctly reconstructed events in the Dalitz plot region where the CR SCF
events reside. The efficiency asymmetry has opposite sign compared to that of CR SCF and
they cancels with each other. Note that the number of events of correctly reconstructed signal
is much larger than that of CR SCF and the small asymmetry is sufficient to cancel the large
asymmetry in the CR SCF. We try all of the following options

1. ignoring both of the asymmetries of correctly reconstructed signal and CR SCF,
2. taking account of one of them, and
3. taking account of both of them,

and find the option 1 has as small bias as the option 3, while the option 2 results in a significant
bias. To keep our analysis as simple as possible, we take the option 1.

The efficiency asymmetries described above can be understood by the property of Biag
decays. In a sizable fraction of events with By.g = B°, the decay chain of Bi,e includes D* ¥,
which yields slow 7. Having a low momentum 7 in tag-side, which is to be exchanged, is
a necessary condition to produce a CR(+) SCF event, and thus the efficiency for CR(+) SCF
is larger in the cases with By,, = B° than in the cases with By, = B°. Since the efficiency
increase of the SCF leads to the efficiency decrease of the correctly reconstructed signal, the
tendency is opposite for the correctly reconstructed signal. The same discussion can apply to
the CR(—) SCF with flipped sign of charges.

0“
op b} “ <

02| l l * ]

-0.3 J
-0.4 r  Ag of CR(+) =—o— }i 1
-Ae of CR(-)
CR average —=—
-0.5 & ‘ ‘ ‘ . ‘
1 2 3 4 5 6

Flavor tagging quality (1)

Figure A.21: Flavor asymmetry of efficiency for CR SCF.

3 Continuum Background

The PDF for continuum component is described by Eq. (6.26). In this section, we explain
the AE-M,. PDF, Ptlﬁ(AE,MbC), the Dalitz plot PDF with the dependence on AFE-Mj,.,

where AdA
N=14+—="2 | (A.34)
14 (tgoAmyg)
Ad=SF "< (A.35)
€L +e

Here, €, (_) is the efficiency for the events with Brag = BO(BY).
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Pyg(m',0'; AE, My,), the Dalitz-dependent flavor asymmetry, Afﬁ(m',H';AE,MbC), and the
At PDF, Pz(At). Except for the AE-My. PDF, we obtain the PDF’s from the data in the
AE-My, sideband region and the dependence on the AF-Mj,. is carefully discussed.

3-1 AE-M,. PDF

Finding no significant correlation between AFE and My, we factorize the AE-My. PDF and
describe it as a product of AEF PDF and My PDF:

Ptlzﬁ(AEa M) = PéE(AE) : Pqﬁ(Mbc) . (A.36)

We adopt 1-st order polynomials and ARGUS parameterization [61] to model the AE and My,
PDF’s:

Pla(AE) = N} (1+p}-AE) (A.37)
AE
Pia(Mi) = 5 —op(a) exp [ap(@)?] | (A38)

where N} , and Ny, are the normalization factors determined such that
! —
/SR dAEP(AE) = 1 V), (A.39)

/dechE(Mbc) = 1. (A.40)
SR

Parameters p} and o parameterize the shapes of the PDF’s and are determined by the fit to
data as listed in table 5.2. In AF distribution, we find the distribution of continuum component
significantly depends on the flavor tagging quality and thus introduce the dependence on it,
while no dependence is found in the My, distribution and thus a common « is used for all
regions. Figures A.22 and A.23 show the My, and AE projection plots for each flavor tagging
quality bin, [, where one can confirm the (no)dependence on .

3-2 Dalitz Plot PDF

The Dalitz plot PDF for continuum component is modeled using data in part of AFE-My,
sideband region, —0.1 GeV < AE < 0.2GeV and 5.2 GeV/c? < My, < 5.26 GeV/c?, where the
contribution from the components other than continuum is expected to be very small. The
“purity” of continuum events in this region is 96%, with negligible contamination of 4% BB
background and < 1% SCF.

Since both the Dalitz plot and AE-Mj,. are kinematic variables, the Dalitz plot distribution
of continuum component has sizable dependence on AFE-My., which has to be taken into
account. Figure A.24 shows the dependence of the m’ distribution on AE. Another axis
of square Dalitz plot, 6’, does not show significant dependence. This can be understood by
the fact that the size of phasespace for the 777~ 70 system is dependent on AE and Mj..
In square Dalitz plot, the size of the phasespace, which corresponds to the rest mass of the
7t~ 70 system, is related to the maximum value of mg. The maximum is mP** = mpgo — Mo
when AE ~ 0 and My ~ mpo, as written in Sec. 4-1 of chapter 4. However, the continuum
background component does not satisfy this condition of AE ~ 0 and My, ~ mpo, in particular
in the AF-M,. sideband region. In such a case, the maximum of mg is

I YA (A1)
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Figure A.22: Projection plot of My, distribution for each tagging quality region. The notation
of the histograms is the same as Fig. 5.9.
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Figure A.23: Projection plot of AE distribution for each tagging quality region. The notation
of the histograms is the same as Fig. 5.9.
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where Ms, is the rest mass of the 777~ 7" system. Using AE and AM. = M. — mpo, the
M3, is written as

M37r = E37T2 - |ﬁ3ﬂ'|2

— \/ mpo? + 2FpeamAE + 2mpoAMy. + AE? + AM,.2

AE? AMy2 AE - (Epoam — M po
mBo+AE+AMbC+O< >+O< b )+O< ( b mp )) 7

2 2

mpgo mpo mpo
(A.42)
where (Esy, P3r) is the four-momentum of 77~ 7% system and
Esr = FEuean +AE (A.43)
|ﬁ3ﬂ'|2 = Egeam - Mbc2 ) (A44)

by definitions of AE and My.. Ignoring the second order contributions, the maximum of my

1S
mgnax,q? =mpgo + AE 4+ AMy. — Myo . (A.45)

Replacing the m** in Eq. (4.20) with above defined m{*%, we define the phasespace-scaled
square Dalitz plot variable m._,, by Eq. (6.33). As shown in Fig. A.25, the Dalitz plot
distribution in terms of the m/_,,, is independent of AE-My..

Using data in the part of the AE-My,. sideband region, we prepare a AF-Mjy,. independent
PDF of P(m/.,.,0"). Based on the PDF, we define the PDF in terms of (m/,6") with the

dependence on AE-My,. by Eq. (6.35).

- 600 =
600 i 600F
400 4001 400~
200} 200|+ 200
0 : | | ‘ | | 0 | | ‘ | | O [ | | ‘ | |
0 0.5 1 0 0.5 1 0 0.5 1
m’ m’ m’

Figure A.24: m’ distribution of sideband data. The three plots correspond to the data in
—0.1GeV < AE < 0.0GeV (left), 0.0GeV < AE < 0.1 GeV (middle), and 0.1 GeV < AE <
0.2 GeV (right).

3-3 Dalitz-Dependent Flavor Asymmetry

As written in Sec. 2-2 of chapter 6, the continuum component has significant flavor asymmetry
dependent on the Dalitz plot, where the size is ~ 20% at maximum. We infer that this is due to
the jet-like topology of the continuum. Though there is the hadronization process, basically the
two mesons that originate from the first-produced gg have the highest momenta and opposite
charges. Note that it is impossible to include both of the high-momentum tracks to reconstruct
the fop = 7~ 70, since AE becomes too large to be inside the signal region. Consequently,
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Figure A.25: m._,,, distribution of sideband data. The three plots correspond to the data in

—0.1GeV < AE < 0.0GeV (left), 0.0GeV < AE < 0.1 GeV (middle), and 0.1 GeV < AE <
0.2 GeV (right).

the fake Bop and Biag share the two oppositely-charged tracks with high momenta one-by-
one; the highest momentum tracks in C' P-side and tag-side tends to have opposite charge. To
support the inference, we define following asymmetry

Noc — Nsc
Noc + Nsc ’

AY (A.46)

where Noc(sc) is the number of events where the highest momentum tracks in C'P-side and
tag-side have opposite (same) charges. Figure A.26 shows the A in the sideband region,

where chﬁ exhibits significantly positive values.

0.15

01f -I-
0.05 | .I.
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-01 ¢ i
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Flavor tagging quality (1)

Figure A.26: The track charge asymmetry A‘g for each flavor tagging quality region.

This tendency leads to the Dalitz-dependent flavor asymmetry. C P-side has high momen-
tum 7~ (71) in the region of ¢’ > 0.5 (¢’ < 0.5). Since A¢ > 0, the highest momentum pion in
tag-side in the corresponding event is 7+ (77). Due to the decay processes like B® — D) =gt
the high momentum 7+ (77) in tag-side makes the By, to be tagged as B® (B®). Consequently,
the continuum events in the region 6’ > 0.5 (¢’ < 0.5) tends to be tagged as guag = +1(—1).
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We model the asymmetry by the AE-My,. independent Dalitz plot, (m/,,,.,6"), by polyno-
mials as

Al (M 0) = Almeye) - A0') (A.47)

with
Amlye) = 14+B™m +C™'m'?, (A.48)
Al@) = BY [(9' —0.5)+ D (0 —0.5)3], (A.49)

where the dependence on the flavor tagging quality [ is described by Ble/. Note that the
coefficients of (0" —0.5)°, (#" — 0.5)2,--- are set to be zero, corresponding to the assumption of
no C'P-violation in the continuum component. We determine the coefficients of the polynomials
by the fit to the data in the part of AE-My, sideband region, —0.1 GeV < AFE < 0.2 GeV and
5.2GeV/c? < My. < 5.26 GeV/c?. Table A.5 lists the fit result. As shown in Fig. A.27, the
fit result describes the distribution well. We also try fitting the coefficients of (¢’ —0.5)° and
(6’ — 0.5)2, which are set to be zero in the nominal fit, resulting in zero-consistent values.

200
150
100

50

100 200
50 50 100
0 |

| | O | O | |
0 0.5 1 0 0.5 1 0 0.5 1
e’ o e
Figure A.27: Projection plots of the square Dalitz plot for sideband data in each flavor tagging

quality region, overlayed with the histograms of fitted flavor asymmetry. Histograms and data
points with blue (red) color correspond to gqiag = +1 (—1).

3-4 At PDF

The At distribution of continuum component, P z(At), is modeled by the following empirical
PDF:
PqE(At) = [Pqﬁ ® Rqﬁ](At)

= /dAt’P (At — At")Rg(At) (4.50)
- qq qq9 ?
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Table A.5: Parameters of the Dalitz-dependent flavor asymmetry of the continuum component.

DS-1 DS-II
Name Value Name Value
B™ 402404 B™ 411403
o' 44718 o™ —4.4+0.9
BY  —0.0440.09 By 40177008
BY 40301013 BY 40367089
By +029%13 BY 405201
B 4055102 BY 06701
BY  +0.11703} BY 4108701
Bf  +0.87L5% Bf 40761513
D —2.0*L3 D 22107
where
Pilhe) = (At = i) + (1= fy)exp |22l (A51)
Ryq(At) = (1 = frait) G(AL; Smain - Ovix) + frail G(At; Stail - ovix) (A.52)
with
1 x2
G(z;0) = Toro exp [—ﬁ} , (A.53)

Ovix = 1/0cP? + Otag? - (A.54)

Here, ocp and oy, are the event-by-event errors of C'P-side and tag-side vertices, respec-
tively. Parameters fs, ps, 7, tr, ftail, Smain, and Stay parameterize the shape of the PDF.
Since the distribution has significant dependence on the number of tracks used for the vertex
reconstruction, we divide the events into the following two categories:

Single-track Either of the vertices of Bop or Byae or both are reconstructed by a single track.
Multi-track Both of the vertices are reconstructed by multiple tracks.

Different set of parameters are used for the two categories. We determine the parameters by
the fit to the data in the sideband region. Figure A.28 shows the fit result and Table A.6 lists
the determined parameters. We also confirm that the parameters has no significant dependence
on AE-My, or the Dalitz plot.

4 BB Background

The BB background component is described by a linear combination of the PDF’s of the decay
modes that contribute as background for 777~ 7" final state as in Eq. (6.38). Table A.7 lists
the modes we take account of and their estimated number of events in the signal region, where
the world average branching fractions [54, 55] are used for the estimation. We assume the
PDF’s are factorisable:

Pr(T) = PLIAE, Mye;m’, 0 At Grag)

. L (A.55)
= -7:k : Pk(AE7MbC) : Pk(m 79 QAt;Qtag) 9
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Table A.6: Parameters of At PDF for continuum component determined by the fit to sideband

data.

Figure A.28: At distributions overlayed with the fit results for (a) DS-I single-track, (b) DS-II

DS-I DS-II
Single-track ~ Multi-track Single-track ~ Multi-track
Smain  0.96570012  1.07670 52 Smain  1.03470932 108370938
Stail 2.2801020% 234710173 Stail 527710935 213610153
frail 0.13010:074 0 220+0-037 frail 0.07110:015 0 36810-051
ps - —0.007T5  —0.0450 610 K 0.096¥5:035  —0.00375:507
fs 0.68410937  0.940%0 557 fs 0.44715:05¢  0.81615030
T 0.964702%0 1 .838+0-268 T 0.86870075  1.31570:0%0
pr H0.0147555  —0.03555315 pr —0.04975055  —0.00670:023
- (a) 350 | (b)
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single-track, (c) DS-I multi-track, and (d) DS-IT multi-track.
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where k is the index over the decay modes. In the followings, we describe in particular the
treatment of PL(m’, 0'; At, grag)-

The treatment is different for the C'P-eigenstate, flavor-specific, and charged modes, since
they exhibit different characteristics in the Dalitz plot and At distributions. Figure A.29
shows the Dalitz plot distributions for B® — p*tp~, B — D=7t and BT — pta°, as typical
examples of C P-eigenstate, flavor-specific, and charged modes, respectively. As can be seen
there, the Dalitz plot distribution of the flavor-specific (charged) mode significantly depends on
the flavor (charge) of the B that is mis-reconstructed as Bep, while the C'P-eigenstate mode
does not have such dependence by definition. Thus, we model the Dalitz plot distribution
of flavor-specific (charged) modes, PV, with the dependence on the flavor (charge) of the B
wrongly reconstructed as Bop, gav, with the following symmetry

,Pllzlv(mla 9/; qﬂv) = ’P;{jv(m/, 1- 9/; _qﬂv) ’ (A56)

while the Dalitz plot distribution of C'P-eigenstate modes, Pkc P has no such dependence and
satisfy the following symmetry condition

PP (m! 0" = PSP (m!,1-0') . (A.57)

The At distributions of flavor-specific and charged modes also have the dependence on the

flavor or charge of the B¢ p, as shown in Fig. A.30. The following mixing PDF, P, (At, ¢tag, ¢fiv),

(lifetime PDF with flavor asymmetry, Plin,el (At, giag, gv)) is used for the flavor-specific (charged)
modes

1
Piﬂix(Atv Qrag: 4Av) = - 67|At|/TB°{1 — Grag AW — GoivGrag (1 — 2wy) cos(AmdAt)} , (A.58)
1 _
Plci:fg(Atv Gtag qﬂv) = 3 e_‘At‘/TBB {1 — GfilvQtag (1 - 2wlc)} 5 (A59)
BB

where gay, 75, and w’ are the flavor (charge) of the B wrongly reconstructed as Bop, the
effective lifetime for the charged mode, and the effective wrong-tag fraction for the charged
mode, respectively. The effective-lifetime, 755, could be different from the true lifetime of
BT due to the same reason as the CR SCF (Sec. 2-3), since at least one charged track has
to be wrongly assigned to Bop or Biag for charged modes to mimic the 777~ 70 final state;
we determine the 755 by the fit to MC-generated events. The wrong-tag fraction for charged
modes, wlc, can be different from the nominal wrong tag fraction, w;, which is for neutral B
decays, and we determine the wlc using MC, too. Table A.8 lists the determined parameters.
For C P-eigenstate modes, we use the C' P-violating time-dependent PDF

1 atl/re
PICP(Atv(Ztag) = 4 € |AH/75 {1 - QtagAwl
B0 (A.60)
+ Geag(1 — 2wy) [A cos(AmgAt) + S sm(AmdAt)} } :

where A = 0 and S = sin 2¢ with the corresponding weak phase of ¢.
With the Dalitz plot and time-dependent PDF’s described above, we define the Dalitz-At
PDEF’s for the C P-eigenstate, flavor-specific, and charged modes by

PL(m/, 0" Al qag) = P (m',0') Plp(At, Grag) (A.61)
Pr(m/,0'; AL, grag) = Z P (m/0'; gay) Pl (AL, Grag, qav) (A.62)
gnv==%1
PLoW 0 AL gug) = > PV, 0'qav) Pl (AL, Geag. Gav) (A.63)
gnv==1
respectively.
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Table A.7: The decay modes taken into account as the BB background, with the expected
numbers of events inside signal region, Ny, among the 2,824 events.

b — u,d, s decay modes b — ¢ decay modes
Mode Ney Mode Nev
pTp~ 11.2 DOt 31.6
ptp° 8.9 D—nt 21.5
a1 (1260)*7F 9.7 Dt 7.0
pOnt 34.4 D*Ont 2.1
ptrd 13.5 D™ p+ 0.4
K§(1430)°7+ 3.3 DOr0 2.5
K§(1430)Tm— 10.5 J/pm® 2.5
K*(892) "7~ 8.3 Other charged 1.4
p KT 34.7 Other flavor-specific 6.0
atmd 3.9
nrta™ 0.2
KOzt 3.7
Ktatna~ 0.1
70 (958) 2.3
K*(892)%7° 2.8
K979 0.6
K+ 1.7
w(782)mt 0.8
n'(958) K+ 0.5
PP KT 1.4
K*(892)%y 5.6

Table A.8: Parameters used for the At PDF of charged mode BB background.

DS-1 DS-I1
Name Value Name Value
Tz 1.53£0.06 (ps) Tz 1.38£0.04 (ps)
wf  0.4140.03 wf  0.4240.02
wS  0.3240.04 ws  0.3340.03
w$  0.2340.04 w§  0.2540.03
w§  0.24+0.04 w§  0.14 508
wS  0.1240.03 ws  0.0740.02
w§  0.0240.01 w§  0.0440.01
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Figure A.29: The Dalitz plot distributions of (a) B — p*p~, (b) B° — D~nt, and (c)
Bt — pt7aY, as examples of the BB background of C P-eigenstate, flavor-specific, and charged

modes, respectively. The points colored red (blue) correspond to the events with Bop = B°
(B®) and Bcp = BT (B7) in the figures (b) and (c), respectively.
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Figure A.30: The At distributions of BB background component of flavor-specific (left) and
charged (right) categories overlayed with the PDF curves, where red (blue) histograms and
curves correspond to giaggav = —1 (+1). The upper and lower plots correspond to good tag
(r > 0.5) and poor tag (r < 0.5) regions, respectively.
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5 OQOutlier

As described in Ref. [46], the resolution function includes an overall very-bad-resolution com-
ponent Pyj(At), which we call outlier, to take account of a very long tail that is observed both
in data and MC. We model the outlier by a Gaussian with ¢ ~ 30 ps and its fraction among
all component, fo, is ~ 107* (~ 1072) for the events with the vertices reconstructed using
multiple (single) tracks. When At is the only observable for the fit, the total PDF including
the outlier component, Piot(At), is

Pt (At) = (1 — fo1) P(AL) + faPol(At) (A.64)

where P(At) is the PDF for the main part including both of signal and background contribu-
tions, which is analogous to the P(Z) in Eq. (6.8).

In our time-dependent Dalitz plot analysis, the treatment is more complex than that de-
scribed above. The outlier is understood to be the events with wrongly reconstructed tracks
used in the vertex reconstruction. Here, the wrong reconstruction means wrong association
with the SVD hits and the other information, such as momentum and dE/dz, are correctly
measured. Thus, we model the outlier PDF such that its AE-My., Dalitz plot, and flavor-
tagging part is the same as the main part; the AFE-My., Dalitz plot, and flavor-tagging part
of the outlier PDF, Py (AE, Mye;m/, 0'; Grag, 1), is

Po(AE, My, 0 grag, 1) = / dALP(F) | (A.65)

where P(Z) is the PDF of the main part defined in Eq. (6.8). Using this PDF, the total PDF
including the outlier part, Piot(Z), is written as

Piot (f) = (1 - fol)P(f) + fOlPOI(AE7 Me; m/’ 9/; Gtag l) Pol(At) . (A66)

We use this Pt (%) for the fit.
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Appendix B

Method of ¢ Constraint

1 Formalism

We define amplitudes as

At = AB°— ptn7), (B.1)

AT = A(BO —p ), (B.2)

A = AB° — p°n%, (B.3)

AT = ABT — pt0), (B.4)

A% = ABT — p%nt), (B.5)

and

At = Pa@ - oy, (B.6)
q

A = gA(EO —p ), (B.7)

A = BA(FO — p'7%) (B.8)
q

A0 = Lap- - pn0y (B.9)
q

A= = BA(B_ — p'n7). (B.10)
q

These amplitudes are obtained from 1) 26 measurements determined in the time-dependent
Dalitz plot analysis as well as 2) branching fractions and asymmetry measurements, and give
a constraint on ¢g.

Equations (4.25)-(4.28) define the relations between the amplitudes for the neutral modes
and the parameters determined in the time-dependent Dalitz plot analysis. The relations
between the branching fractions and asymmetries, and the amplitudes are

B(p*nT) = c: (JA*] + A7 + [AT]* + [A7]) - 7po (B.11)
B(ptn®) =c- (JAT')P + A7) - 15+ , (B.12)
B(pnt) = ¢+ (A2 + |4 ) - 7 (B.13)

by A0 Ao .
A(p 7T)_|A,0|2+|A+0|27 ( . )
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B |A07|2 _ |AO+|2
- | A0=|2 + | A0+|2

where ¢ is a constant and the lifetimes 750 and 7p+ are introduced to take account of the
total width difference between B? and BT. Note that we do not use quasi-two-body param-
eters related to neutral modes except for B(,oiij)7 since they are included in the Dalitz plot
parameters.

The amplitudes are expected to follow SU(2) isospin symmetry to a good approximation
[17, 18]

A(p°7m™) (B.15)

At + A= 1240 = A+ 1 A= + 240

2 ~ B.16
— \/5(144-0 +A0+) — \/5(14—0 + AO—) , ( )
A0 A% /oA — A7) = A0 — A0 —V2(A — AT), (B.17)
where _ o _ _ _ _
AF = e 20248 | A0 = 7292470 and AP = e%iP2 40 (B.18)

Note that there is an inconsistency in equation (B.17) between Ref. [17] and Ref. [18]; we
follow the treatment of Ref. [17], which we believe is correct.

2 Parameterization

Here we give two examples of the parameterization of the amplitudes. The first example may be
more intuitive, while the second example is well behaved in the fit. The results are independent
of the parameterizations with respect to the constraint on ¢,.

2-1 Amplitude parameterization

We can parameterize the amplitudes as follows [17]

At = Tt 4 pt (B.19)
A = e T 4 P, (B.20)

. 1
A = TR0 (P P, (B.21)
VZAYO = emidapH0  pt _ p— (B.22)
V2AY = Tttt 4T 4270 — T — pt 4 P (B.23)

and

At = et 4 p (B.24)
A= = etipt 4 pt (B.25)

_ . 1
A0 — e+l¢2T0 _ 5(]D‘f‘ + P_) , (B26)
V2ZA=O = tidapH0  pt _ p— (B.27)
V2AY = et (Tt 4T 4210 — THO) — pt 4 p (B.28)

where the overall phase is fixed with the convention ImT+ = 0. Thus, there are 6 complex
amplitudes, T, 7~,7° P, P~, and T7°, corresponding to 11 degrees of freedom; and ¢o,
corresponding to 12 degrees of freedom in total. This parameterization automatically satisfies
the isospin relations without losing generality, i.e., the isospin relations are the only assumption
here.
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2-2 Geometric parameterization

We can parameterize the amplitudes using the geometric arrangement of Fig. B.1 that satisfies
the isospin relation of equation (B.16). This figure is equivalent to Fig. 3 of Ref. [18], except
that the sides corresponding to B® — p~n and B — p7% are swapped. This difference
is not physically significant. We apply this modification only to obtain a better behaved
parameterization; the parameterization here uses the angles w_ and #_ related to the process
B°(B%) — p~7*, which are better behaved than those related to B®(B°) — p°r°.

Figure B.1: Complex pentagons formed from the B — pr decay amplitudes.

To parameterize the amplitudes, we use ¢ and the following 11 geometric parameters:
w+aw*awlv9+59*5b+5b*5b/5a+5a*7L7 (B29)

where b and a imply branching fraction and asymmetry, respectively. In terms of these param-
eters, the amplitudes can be described as follows

At = et T a2,

AT = eilwr=0+/2) /g by (1+ap)/2

A= = z(w +6_/2) ( —a_ )/

(
(
(

A= = eilw-—0- /2>\/T (B.33
A = (L-A"-A7))2, (
(

o= (L-At-A)e,
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A = Sy (B.36)
L

AT = 7 A% (B.37)
- QLﬁ AT A VBt - A7) VA - AN 2, (B3Y)
i = Lo (B.39)

V2

Equation (B.38) exploits the isospin relation of equation (B.17), which Fig. B.1 does not
incorporate geometrically. The phase ¢ enters when the A’s are converted into A’s with
equation (B.18). When we perform the analysis only with the time-dependent Dalitz plot
observables and without the information from charged decay modes, we remove the parameters
w’ and b’ from the fit and fix L to be a constant.

This geometric parameterization has a substantial advantage in terms of required computa-
tional resources, compared to the parameterization based on the T and P amplitudes described
in the previous section. In the procedure to constrain ¢,, the minimum x2? has to be calcu-
lated for each value of ¢2. To avoid local minima, initial values of the parameters for the
minimization have to be scanned and this inflates the computing time, which increases expo-
nentially with the number of parameters. However, the number of parameters to be scanned
decreases in the geometric parameterization. Among 11 parameters except for ¢o, five of them,
by,b_,b,ay, and a_, are related to the branching fractions and asymmetries. Since in most
cases they do not have multiple solutions, we do not have to scan the initial values of them. In
addition, the optimum initial value for L can also be determined using other parameters and
bo, the nominal branching fraction of B® — p7%, from the following relation

. . 2
by = ‘L — et /by ]2 — - \/b_/Q‘ , (B.40)

up to a two-fold ambiguity. Here by is calculated using the input parameters as

po— Ui Blp*rT)
0= Ujr" + Ut Cc-TRo

(B.41)

based on equations (4.25) and (B.11). The explicit solution for the optimal initial value of L is
L = Rey £ /by — (Im7)? ( v = et \/by /2 + e \/b_ /2 ) . (B.42)

When by — (Imv)? < 0, there is no real-valued solution and L = Rey is the optimum initial
value. With the optimum values calculated above, the initial value of L does not have to be
scanned, except for the two fold ambiguity. Consequently, the number of parameters to be
scanned in this parameterization is only five, corresponding to w4, w—_,w’, 01, and 6_, while all
of 11 or maybe 10 parameters have to be scanned in the 7" and P amplitude parameterization.
This leads to a substantial reduction of the computational resources required.
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Appendix C

Useful Equations Related to
Square Dalitz Plot

In this appendix, we derive some relations between the usual Dalitz Plot and the square Dalitz
plot. Since the normal Dalitz Plot variables are Lorentz invariant, it is convenient to consider
in the p° rest frame as in the figure C.1, where the Square Dalitz Plot variables are defined. We

+

Figure C.1: Kinematics in the p° rest frame.

follow the definitions in Sec. 4-1 of chapter 4. The parameter transformation from the Dalitz
plot to the mass and helicity of p* is also discussed.

1 Transformation From Usual Dalitz Plot to Square Dalitz
Plot

First we derive the square Dalitz plot variables mo and p(= 6~°) as functions of the usual
Dalitz Plot variables (s, s—). By Eq. (2.157), the myq is expressed as

m():\/%: \/MQ*(SJr‘FS,). (Cl)
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Since we are in the rest frame of p°, the four momenta p,, p_, and pg in this frame are

p+ = (Bxpy) = (7, —p-), (C.3)
- mo
p— = (E—)p—) = (7) —) ) (04
po = (Eo, Do) - (C.5)
Since
sy = (E-+Eo)?—(po—7-)°, (C.6)
so o= (Bo+Eo) - (o7, (1)
the Fy can be calculated as
sy +s_ —2(m2, +m2,)
Ey = nt T .
0 T (C.8)
_ Sy ts— 2(m2, +m?,) (C.9)
2/ M? — (s4 +s-)
The product p_ - py can be expressed using 6y as
ﬁ_ -ﬁo = |ﬁ_||ﬁo| COS 90 . (ClO)
Subtracting the equation (C.7) from (C.6) and using the equation (C.10), cosfy is
Sy — S—
cosfy = ————— C.11
"= 15T ey
\/M2 —4m2, —(sy+5_)
7] = (C.12)

2 )

< Pol = \/ Eo® — mZ, > : (C.13)

These three equations, together with the equations (C.1) and (C.9), describe the parameter
transformation of (s4,s_) +— (mg,cosfp). B

Then we calculate the Jacobian of this transformation. As one can see in the equations
above, the combinations of s; and s_ that appear in mg and cos 8y are only s1 = s + s and
Sg = s4 — s—. It is thus convenient to divide the transformation into two steps,

(S+,S_) — (81,82) (014)

and
(s1,82) — (mg, cosby) , (C.15)

for the calculation of the Jacobian. The Jacobian of the first transformation is quite trivial:

6(81,82) . +1 +1
O(sy,s-) ( +1 -1 ) ' (C.16)

Since mg only depends on s; but not on ss, the Jacobian of the second transformation is

d(mg,costy) Omg/0s1 0
0(s1, $2) dcosby/0s1 Ocosby/Osa )

(C.17)
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Thus we only have to calculate Omg/9s1 and 9 cosfy/9s2 to obtain the determinant of the
Jacobian, which is what we need. They are

amo

1
= = — C.18
681 2 M27 (S++S,) 2m0 ( )
and 9eosd )
cos b
== . C.19
05 AT (19
The determinant of the Jacobian for the transformation (si,s_) — (mg, cosfy) is
‘8(m0, cosfo) | _ 1 (C.20)
I(s4,5-) 4|p-|polmo
and thus
dsy ds— = 4|p_||po| mo dmo d(cosbp) .1 (C.21)
The Jacobian for the transformation (sy,s_) — (m/,8') is
‘ am’,0") ‘ B 1 dm’  do' c.22)
A(s4,5-)|  4lp—|[polmo dmg d(cosby) ’ '
and thus dme deos
Lo mo dcosby
dsy ds_ = 4|p_||po| mo 27— ag dm' do" , (C.23)
where Jeosd
C;;, 0 — _rsind (C.24)
and
dmyg my®* —mght
T = 5 7 sin wm/ (C.25)
since )
cosmm’ = 2 T:lgx_ o ——1.1 (C.26)
Mo = — My

2 Transformation to the Mass and Helicity of p*

It is also convenient to have equations for transformations into the m and # in the p* rest
frames: (sy,s_) — (mx,cosf+). Though we only consider the p™ rest frame here as in the
figure C.2, it can easily converted into the p~ rest frame by swapping the sign + and —. In
this frame, the Dalitz Plot variables are m4 and 64 (= 6%7). The four momenta p, p_, and
po in this frame are

p+ = (Bx.p0y), (C.27)
po = (Eo,po) = (Eo, —py), (C.28)
p. = (B_,j.). (C.29)

The essential difference from the equations (C.3)-(C.5) is that E. # Ey due to the mass
difference between 7 and 7°. Since

st = (By+Eo)”=my?, (C.30)
s- = (B-+E)” — (- —7+)?, (C.31)
so = (BE-+Ep)” — (- +74)%, (C.32)
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Figure C.2: Kinematics in the p™ rest frame.

following relation holds
s_+so=3m2 +m2e+2FE_(Ey+ E) . (C.33)
Using this relation and the equation (2.157), the E_ is calculated as

s_ + s — (3mfr+ + mfro)

B = C.34

2(Eo + B+ ) (C:34)

_ Mo 3mas Mo = sy (C.35)
2,/S+

Using the following relations

Ey, = V an02 + |ﬁ+|2 ) (036)
Ey = mg+2+ 04 )?, (C.37)

and the equation (C.30), the |p| is described by s as

2

2 2 2 2 2
s4° + (m,r+ — Mo ) mo, +mio

S 12
= — C.38
7 - y (©39)
From the equation (C.31), cosf is
2 2
(M 4+ mge?) — 2E_E
cosfy = i (m . 4m_.0 ) 2 5 (C.39)
2[p- 1P|
( -] = \/E_% —m+2 ) . (C.40)

These equations, together with the equations (C.30), (C.35), and (C.36), describe the trans-
formation (s4,s_) +— (my,cos6;). B

Then we calculate the Jacobian of this transformation. Since m only depends on s; but
not on s_, the Jacobian has the shape of

d(my,cosby) Omy [0sy 0
O(s4,8-) dcosby /sy ODcosby/ds_ )~

(C.41)
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Thus we only need dm /0s4 and Jcosf;/Ids_ to obtain the Jacobian’s determinant. They
are easily calculated as

1
Om = — (C.42)
85+ 2m+
and 5 9 )
cos 04
= —=F=. C.43
95— ] (C.43)
The determinant of the Jacobian is
‘8(m+, cosf)| _ 1 (C.40)
O(s+4,5-) AP || |m
and thus
d8+ dS, = 4|;5',||]3'+|m+ dm+ d(COS 9+) . (045)

These results have exactly the same forms as the equations (C.20) and (C.21).! B

INote that the definition of the pt in the equations (C.20) and (C.21) is different from that in the equations
(C.44) and (C.45).
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Appendix D

Formulas Related to p
Kinematics

1 Equivalence of Two Expressions for T;_,

As mentioned in Sec. 1-1 of chapter 6, there are two equivalent expressions for T'5_,, which
take account of the helicity distribution of B® — p*(— 7izd)m=(=k):

Ty = —4|p;||pk| cos 6% | (D.1)

and
2 — mw’“Q)(mTer — mfrf?)

5%

(mBO

(D.2)

Tl'{:sl”—sijr

In this section, we derive the equivalence.

Since the former is defined in the rest frame of 7%/ and the latter is evidently a Lorentz-
invariant expression, it is convenient to consider in the rest frame of 7'n/ (Fig. D.1). In this
system, the four-momenta of three pions are

pi = (El)ﬁl) = (Eia _ﬁ]) )

P = (Ejvﬁj) ’ (Dg)
Pk = (Ek, Dk)
T‘_i
1Tk

Figure D.1: The relation between three pions in the rest frame of p”.

150



APPENDIX D. FORMULAS RELATED TO p KINEMATICS

which leads to
s* — 7" = (pr +pi)* — (pj + pi)?
= (777,7r1c2 + mﬂ-iQ + 2py, -pi) — (mﬂ-j2 + mka + ij -pk) (D.4)

:mfri27mﬂ'1'2+2pk'f)a

( p=pi—p; = (Ei— Ej, —27;) ) (D.5)
and
2 2
mpo® = (pi + pj + Pr)

= (pi +p5)? + 2p1. - (pi + 1)) +pi” (D.6)
= (Ez + Ej)2 + 2Ek(Ei + Ej) + m,er .

Equations (D.4) and (D.6) leads
s (s — s7%) 1 (mpo® — mk?) (i — mpi?)
= (B + E;)? - (mgpi® —mp® + 2py, - p)
n [(Ei + )2 + 2B (E; + Ej)] (mps® = i)

= (Ei + Ej)*- [w2 — Mai® + 2B (E; — Ej) — (—4Pk ﬁj)}

+ [(Ei + E;)* + 2B, (E; + Ej)} (i = mi®) 7
= (Ei + E;)* - (P - )
+ 2B (B + By)|(Ei + B;) (B — Ej) + (ma® = mai?) |
= s - 4(pk - 1)
where the last equality is from
E? - E;? = (mai® + [5i)?) — (M + [55]%) = mpi® —mp® (D.8)
Thus,
ki gty (i mme ) met —ma) AP - 1) (D.9)

st
and it is equivalent to the right hand side of equation (D.1), except for the meaningless sign
of —1. &

2 Breit-Wigner Function of Gounaris-Sakurai Parame-
terization

In this section, we review the relativistic Breit-Wigner function proposed by Gounaris and
Sakurai [51]. The Gounaris-Sakurai Breit-Wigner function BW (s) for a resonance with a mass
M and width I' decaying to two pions is

M2(1+d-T/M)

BW(s) = M? — s+ f(s) —iMT(s) ’

(D.10)

dh

T (P [0~ B + 08 = 5) (00

)_MZ} , (D.11)
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h(s) _ %pf\r/(? In \/ggniiﬂ(s) :

and the energy dependence of the width if P-wave type:

o-r ]

Here, p,(s) is the pion momentum in the rest frame of the resonance calculated as

S

pfr(s) = Z — My

2

and d is a normalization factor chosen to satisfy BW(0) = 1%

2 Mt 2p (M M
g=3 My M 2:(M)

;pﬁ(MQ) 2m, 27 pr(M?2) -

(D.12)

(D.13)

(D.14)

(D.15)

IThough this normalization is not essential in our analysis, pion form factor is in general required to satisfy

this condition of normalization.
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Putting Constraint on the p
Lineshape Variation

As discussed in Sec. 1 of chapter 6, B°(B°) — (pm)° consists of six decay processes of

B — pta—,
B — pat,
BY . 0x0,
B — p+7r_ ,
B — pat,
B - 00,

and the lineshape of p can be different for all these processes. In the nominal fit, however, we
assume Eq. (6.7), i.e., the common lineshape for all the six processes. Since this assumption
is not well grounded, we have to estimate the systematic error due to this assumption. In this
appendix, we describe the detailed procedure of the systematic error estimation.

1 Formalism

We rewrite the exact equation without the assumption, Eq. (6.6), using the nominal lineshape
parameters of 3 and v as

(

) (=) _
Fr(s) = BW,r0) + (B+ A Br) BWy1a50) + (v + AFk) BW,1700) (E.1)
where
A(EL = (B; -0, and (E.2)
AT =T, (€3)

. L =
describe the deviations of ( 5, (72) from (3,7).
For convenience, we define f£, f£ and f£ as

(n) o
[ =TFBW ) (ss) - (E.4)
The functions f, and 75 are then

Fro= 125 L ABLf + AFLL (E.5)
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where ) .
[Ee=fE+818 +fL (E.6)

Since all of the diagrams can be classified into two types, the ones with weak phase ¢
and the others with weak phase 0, the amplitudes A"(A") can be written as (See Sec. 4-1 of
chapter 2)

AF =702 TR 4 PR (E.7)
AR = TPz TR 4 PR (E.8)

where (,—,0) = (—,+,0), i.e., Tt =T~, T~ =T+, etc. Note that the amplitudes 7" and
P does not simply describe one tree and penguin diagrams but represents several diagrams
with common weak phases. Since strong interaction does not violate C'P, the lineshapes can
be attributed to each T and P amplitudes and thus

fﬁA/{ _ e*i¢2 ng'i + f‘:‘]D"6 , (Eg)
JoAY = et fITF 4+ fPPr (E.10)

where f,;T(P) is
FIP) = fove 4 ABT) 2l 4 Ay TP g (E.11)

Equations (E.7), (E.8), (E.9), and (E.10) lead to the following relations

e~ ABTTR + ABP P~

Ay, = - E.12
5 6714)2 Tk + Pk ’ ( )
— +iez ABTTR 1 ABE PR
AB, = ¢ e 1™ + AR P (E.13)
etio2 TR 4 PR
—i¢2 A TTH A PPn
Any, = & VoL " H Y T (E.14)
6714)2 Tk + Pr
+i62 AqTT 4 AqP PR
A7, =< Vel TAWT (E.15)
etio2 TR 4 PR
Assuming the isospin relation’
1
P’=—— (Pt 4P~ E.16
Lt p) (©.16)
holds for radial excitations as well as p(770), ABL and Ay can be described as
ABEYPT + ABE P~
ABY = —= = E.1
50 P+ +P_ ) ( 7)
AYPPt L AP P~
Ay =—= E.18
Yo P+ 4 P~ ( )

To summarize, the deviations of the lineshape from the nominal one are described with 10
complex valued parameters: Aﬂfﬁyo, Aﬁfﬁ, A%{,f,m Avfﬁ, corresponding to 20 real valued
degrees of freedom. The purpose here is to put constraint on these parameters and to estimate
the impact of the deviation on the final result.

2 Procedure

Here we describe the procedure. It proceeds by three steps, as

'With Egs. (E.7) and (E.8), this relation is equivalent to the first equality of Eq. (2.141).
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1. Obtaining constraint on the parameters related to the deviation in higher resonance part
by time-integrated (and flavor-integrated) Dalitz Plot fit,

2. Putting constraint on the 10 complex parameters, AGT _ o, AT AT _ o AyP | from
the fit result of the first step, assuming 7%, P*, and ¢5 obtained by our nominal time-
dependent Dalitz plot fit, and

3. Estimating the systematic errors from the variation of the 10 complex parameters.

3 First step: obtaining constraint by real data fit

With the assumption of one common lineshape for all amplitudes, the time-integrated (and
flavor-integrated) Dalitz Plot PDF is described as (See Sec. 4-3 of chapter 2)

dF 2 2 2
- § <2 (JA"]? + |A"
ds+d3_ O(Ke{+’_,0}|f | (| | | | )
+2 > Re[fuf;JRe [A"AT + A"A"")] (E.19)

k<o€{+,—,0}
—2 > Im[fufi]Im [ATA7F + A¥A7]
k<o€{+,—,0}

The effect of the lineshape variation appears as corrections to either the first line (non-
interfering terms) or the second and third lines (interfering terms). To obtain the information
relevant to the higher resonance deviations, we fit 39 additional parameters that parameterize
the corrections together with nominal 8 (= 9 — 1) time-integrated Dalitz plot coefficients. The
39 parameters can be classified into the two categories: 15 quasi-two-body related parameters
and 24 interference related parameters.

3-1 15 quasi-two-body related parameters
With the lineshape variation, the quasi-two-body term becomes
|| A%[? + [ 2[A ] (E.20)

We take following parametrization? to describe the deviation of |f|? from |f2ve|?

2The deviation of the |fx|? term from the average lineshape f2'% is
[ful® = 12782
= |88 1£2 P+ A 11872
+2Re[ABx] Relfg f2757] — 20m[AB,] Im[ £ f2°7]
+2Re[Ays] Re[f£' f257] — 2Im[Avy] Im[ 7 £2°57)
+2Re[ABx A Re[f£ f£*] - 2Im[AB. Av;] Im[f2 f£""] . (B.21)
The deviation of the |?,€|2 can also be written in the same way. Ideally, the parametrization to exploit the
information to the full is something like
[P A% + [ F o2 A%)?
=P UL + 1 P U+ 15 P U
FRe{ff 2 UZRE ot g v U2
+2Re[f B URTR — 2dmfg” frEr U

K
+2Re[f2” o UBHRe _otm[pp” pe' U3z tIm (E.22)
where U is the nominal non-interfering Dalitz plot Dalitz Plot coefficients of Eq. (4.25) and the other 8 UZ” +
parameters are related to the deviation. It is technically difficult to fit with this parametrization, however,
since some of the function shapes are very similar with one another, as shown in the figure E.1.
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Figure E.1: Function shapes of each quasi-two-body terms.

[aPIA™ + [T PIAR = (|47 + (A7) [I£20517 + pi] (E.23)
where pi”'" is a correction term written as

5
P =TSP Y epi™ (sn) (E.24)

i=1

2 2
O S (.25)
0 otherwise

and 1'% is the helicity term. This treatment corresponds to model the deviation from the
average by a binned histogram PDF. As the binning, or as the definition of m;, we take the
following values

m; =094+02x (i—1) (GeV). (E.26)

We fit the bins of i = 1-5, corresponding to the region of 0.9 < /s < 1.9(GeV), for each of

three p charges, k. Thus, the number of the additional coefficients to be fitted, cZ, is 15 in
total.
3-2 24 interference related parameters
With the lineshape deviation, the interference terms become
2Re [, fr AR A" + T FrA A . (E.27)

Neglecting interference between correction terms, this term can be expanded as (here we omit
the factor 2 common to all terms)
Re [fnf;AnAd* +7KT;ZI{ZU*}
= Re[f2"8 fo 8" UL — Im[fre fres| U

FRe[fL S5V Ugo™ —Tm[f2 f3 U™

2k0 2k0
+Relf¢ fRE | USR — Tm[fe f2ve U
+Re[f2ef2 UGN — Im[fave f2*| UL
FRe[fvef2 ULRe — Im[f2ve pe U (E.28)
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where Udz™™) are the interfering coefficients of Eq. (4.26) and the other 8 parameters are
newly introduced coefficients defined as

Uy B — Re(Im) [AB,A"A* + AR, A*A7] (E.29)
U ™) — Re(Im) [Ay, APAT + Ay, A%A7*] (E.30)
U LRI — Re(Im) [ABEA" AT + ABLAVA"] (E.31)
U’:rg,}}e(lm) _ RG(IHI) [A,Y;AHAO'* + Ai;ZHZU*} ) (E32)

We fit these new 8 Ugy et™ parameters in each of 3 interference regions. Consequently,
number of new parameters related to interference is 24 in total.

3-3 Fit result

We perform a time-integrated Dalitz Plot fit, where the 39 parameters described above are
fitted together with the nominal 8 parameters as nuisance parameters; 47 parameters are fitted
simultaneously. Table E.1 shows the fit result of the 39 parameters. Figures E.2 show the mass
distributions.

200 200 120

18
Mo Gev)

Figure E.2: The mass plots of m(left), m_(middle), and mg(right), as a result of the 39
parameter fit. The step at m = 1.5(GeV) is due to Dalitz veto.

4 Second step: putting constraint on the 10 complex pa-
rameters

Using the fitted 39 parameters and assuming 7", P, ¢, obtained in our nominal time-
dependent Dalitz plot fit, we put a constraint on the 10 complex parameters (model parame-
ters): ABT _ o, ABY  AyT _ 5, Ay . The method here is a x? fit. The x? is defined as
X2 = (fﬁt - fmodel)T:Eil(fﬁt - fmodel) ’ (E33)
where Zg; and E are the central values and the error matrix of the fitted 39 parameters. Tmodel
is parameters corresponding to the Zg, calculated based on the 10 complex valued model
parameters, ABJTﬁ?yO, Aﬂfﬁ, A’yfﬁyo, A'yfﬁ.

Among the 39 elements of Znodel, 24 interference related terms are simply calculated using
Egs. (E.7), (E.8), (E.12)-(E.15), (E.17), (E.18), and (E.29)-(E.32). As for the quasi-two-body
related 15 parameters, on the other hand, we need to perform numerical calculations to relate
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Table E.1: Fit results and errors of the 39 parameters.
UL —006+035 ) —1.59+0.82

+2—
UL 40074014 ¢ 40.48+0.82
U7 —0.04£035 ¢ +0.39+0.61
U 7% 40264013 & —0.90 £ 1.09
UL™ —015+028 L —0.77£0.75
UL 4001+£012 @ +1.04+0.98
U™ 40864030 ¢l 41.01+0.70
U™ 0304016 2 40.33+0.54
Ubye —022+£025 ¢ —0.72£0.78
Uble  1013+011 ¢ 4+0.85+0.81
Usrq¢  +0.38+0.31 ¢ +1.44+251
Usrg¢  —0.13£0.11 el +0.88+1.94
Ube™ —0.32+0.21 @ +0.61+1.70
Uhe™  +0.07+0.10 ¢ +3.15+2098
Ufg™ —016+0.22 ¢} —4.19+2.14

Ufd™  —0.08+0.12
UTsRe —0.3440.29
Utiee 4+0.04+0.11
Uy —0.05+0.35
U +0.00+0.11
Ut —0.1740.24
utim —013+0.11
Uoo™ —0.1440.27

U™ +0.03+0.12
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the 10 complex valued model parameters to the measured quantities, ¢!, Since they are the
differences between |f,|2|A%|? + |f.|>|A%|? and (|A%|? + [A%|?)|f2¥8]? in the mass region of
mi? < sx < mig12, ¢ in the Fpodel can be related as

= ds

m;? |An |2 + [Ar]2 ’

. — /WHZ AP (IFr (s) — [FRye(s)?) + [A* (P2 ()2 — | FRye(s)?)
Mmit12 —m;?
(E.34)
where F*? are defined in the same way as f2%.3
By minimizing the 2, we obtain the fitted value and 1o allowed region of the 10 complex
valued model parameters. Table E.2 show the fit result.

Table E.2: Fit result of 10 complex (20 real valued) lineshape deviation parameters.

ABTRC 40.11£0.19 AR 40.09+0.10
ABY™ +0.27£0.20 AyD™ —0.07+0.13
AT 10194 0.30 AyTRe _0.014+0.13
ABTI™ 40.19+0.21 AyTI 010 £0.18
ABPRC 40.1140.19 Ava B 40.11 4+ 0.09
ABT™ 40.45+0.16 Avyd™  —0.14+0.08
ABTRC 171 +£1.29 Ay 40.36 +£0.74
ABYM™ —0.64+1.51 Ay 40.89 +0.85
ABPRe 19241+ 1.00 A~rPRe .88 +0.67
AP _017+1.17 AP _0.84 +0.51

5 Third step: estimating the systematic errors

With the fitted 10 complex valued (20 real valued) parameters and 1o errors, we generate
random numbers, which correspond to the 10 complex parameters, taking account of the cor-
relation. For each one of the parameter sets, we generate a toy MC sample and fit them; we
generate 200 sets of the ABJTﬁ?yO,Aﬁfﬁ,A'yJTﬁf’o,A'yfﬁ and we generate 20k events corre-
sponding to each set. In total, we obtain 200 toy MC samples, with different lineshapes for
each sample. Each sample is fitted with the common lineshape assumption, where f2'¢ is used
as the common lineshape. We then make the residual distributions of the 26 coefficients of the
time-dependent Dalitz plot fit.

In the calculation of the residuals, we do not simply calculate the residual using the original
input parameters of the toy MC, but we optimize the parameters so that the residual get small.
In the original formalism, the amplitudes are those of p(770). For example, the amplitude of
BY — ptn— is

At fr = AT+ B f s ) (E.37)
3Explicitly,
FE8(s) = BW 770y () + BBW 5(1450) (8) +vYBWy (1700 (5) (E.35)
which is analogous to the equation (E.6), and
(=) (=) _
Fr(s) = F2E(s) + A Br BWp1450)(5) + ATk BW (1700 (5) (E.36)

which is analogous to the equation (E.5).
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The underlying meaning of this formalism is that the decay amplitudes of B® — pTn—, B® —
p'ta,and BY — p/Tr~ are AT, AT3,, and Aty respectively. Comparison of the fit result
with the input AT, i.e. to calculate the residual with A1 as an input, is to see if the amplitude
of p(770) is correctly measured or not. This leads to the overestimation of the residual in some
cases, which include ours.

Figure E.3 shows an example for such cases. We suppose the left (right) figure is the
lineshape of B® (B®) — p°7°, and the purpose here is the measurement of direct C'P violation
in this process. The amplitudes of the decays can be written as

A(B® — p0n%) = A% fo = A1 + GofE)
A(B® — p0n°) = A%F, = (¢ +BofE)

(E.38)
(E.39)

where we ignore p” for simplicity. Although the hight of p contributions (red line) are exactly
the same in two figures (i.e., |A°| = |A°|), what we really observe (green line), which is the
sum of p and p’ contributions in this case, is different due to the difference of p’ contribution.
Thus, applying a mass cut of /s < 1.0 for example, one will observe a direct C'P violation in
this situation. One may say, however, that this observation of direct C'P violation is a bias
due to the lineshape difference between B® decay and B decay, since |A°| = |A°|, and there
is no direct CP violation if one pick up the contribution from p(770) alone. On the other
hand, one can also say that this observation of direct C'P violation is correct, since there is
certainly difference between B° and B° decay amplitudes once the contributions from p and p’
are put together. This difference of two interpretations comes from two different standpoints:
1) to measure the amplitudes of p(770) alone or 2) to measure the amplitudes in total without
discriminating p(770) and its radial excitations.

40

30 | [
25 f [
20 | Joo
15 - ‘f“’ \

10 /

‘ponly—‘
35 p+p

40

35

30 -

25 -

20 -

15

10

‘ponly—‘
p+p

I R O

0.6 0.8 1 12 14 0.6 0.8 1 12 14

Figure E.3: Lineshapes with constructive interference between p and p’ (left) and destructive
interference (right). Here, only the phase of 3 is different for the two and |8| is common.

The question is which standpoint we should take. Our standpoint is similar to the second
one. This is because what we like to measure is ¢2, not the amplitude of p, and the weak
phase of the higher resonance decay amplitudes is ¢2, being the same as the p. That is, we do
not need to discriminate the p from p’ and p” since they all are described with ¢o in the same
way. In addition, we can expect the Isospin relation, on which we rely in putting constraint
on ¢s9, also holds for p’ and p” as well as p. Thus, in using Isospin relation, we do not have to
discriminate p, p’, and p”. To summerize, although we use p resonance region and there are p’
and p” contributions in this region, we do not have to distinguish them from p contribution.

The next question is how to calculate the residual in MC studies, or how to define the input
amplitudes to be used for the residual calculation, when we are on this standpoint. Since we
are only interested in ¢, the definition of the other parameters are completely arbitrary. In
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other words, two sets of the amplitudes are looked upon to be identical as long as they yield
the same ¢5. Thus, as the amplitudes to be compared with the MC fit result to calculate

. —), . . Y
the residual, we can choose A’ that differs from amplitudes of p(770), (A)'“, and close to the
amplitudes of p + p’ + p”’ yielding the same ¢o as A%, To calculate the optimum A k. we
optimize the amplitudes 7”7 and P’ that parameterize Arr as

A'f = TPz IR 4 PR E.40)
A'r = etit2 /R | IR (E.41)

—~

. (— .. .
where ¢ is the same as that of yLs Here, we optimize the 7" and P’ so that the residual
becomes minimum.? In this optimization, we minimize yx? defined as

2 (xf-it — xfnodel)2
2= Z e , (E.43)
where x%, is the 26 parameters fitted with MC, z? ., is the 26 parameters calculated from
T', P, and ¢5. As the o;, we use the statistical errors of our nominal time-dependent Dalitz
plot fit.

The resultant amplitude is used for the residual calculation; the z§, — x% .., in the fit
result is defined to be the residual for each MC sample. The widths (root mean square) and
the biases of the residual distributions are used as the systematic errors from the lineshape
variation. Here, the number of events in each MC sample, 20k, is large enough and the

statistical fluctuation is negligible.

4Since we rely on Isospin relation in the ¢o constraint, the P’ have to satisfy the Isospin relation
1
PO = 75(P’+ +P' 7). (E.42)

This reduce the degree of freedom to be 10 real valued parameters. Further, since global normalization and
phase are arbitrary, the number of parameters to be optimized is 8 in total.
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Appendix F

Unbinned Extended Maximum
Likelihood Fit

1 Formalism

In an usual unbinned maximum likelihood fit, the likelihood function is defined as

L(p) = ]:[P(fi;ﬁ) ; (F.1)

where T, p, i, and N are the set of event-by-event variables, parameters to be fitted, an index
over the events, and the number of events, respectively. Here, P(Z;p) is an event-by-event PDF
normalized to be unity. In the unbinned extended maximum likelihood fit, we add another
term to incorporate the Poisson distributed property of the number of events N:

Pz (F.2)
where v(p) is the estimated, or fitted, number of events.

2 Likelihood Function for Time-integrated A FE-M;. and
Dalitz Plot Fit

As described in Sec. 3, the event-by-event PDF for the time-integrated AFE-My,. and Dalitz
plot fit is different for the events in the signal region and the sideband region. Thus, we define
the extended likelihood function separately for signal region (Lgr) and sideband region (Lsp)
as

NSR —vgr sk
Lo =R _° H PREER) (F.3)
o vspm e T PR (F.4)
5B T Ngg! LN -1 '
with the event-by-event variables defined as
PR = (AE, Mye;m/,0';1) , (F.5)
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8 = (AE, My 1) . (F.6)
Here, vsg and Ngr (vsp and Ngp) are the observed and estimated number of events in the signal
(sideband) region, respectively; and 4 is an index over the events. While PSI: is normalized to be
unity in the signal region by definition of P(AE, Myc;m/, 0'; At, giag; 1), PSE is not normalized
and thus divided by the normalization factor A/ — 1, where N is the integfration over the grand
signal region defined as

N=) //dAE dMp. Pjg(AE, Mye; 1) (F.7)
I Gs

Since the numbers of estimated events in the signal region and sideband region are to be
proportional to the integral of the PDF in the corresponding regions, following relation is

satisfied
// dAEdec//dm de’ P (AE , Mye;m/, 0 ;1)
SR 1
V— =v_1 (F.8)
SB Z / / dAE dMy, P (AE My 1)
SB

Consequently, the degree of freedom introduced in the “extended” part is only one, i.e., we set
vsr to be a free parameter in the fit and calculate vgp by the relation of equation (F.8).
The total likelihood L is a product of the likelihood functions in the signal region and
sideband region:
L=Lsr LsB . (F.9)

This can be considered as a simultaneous fit of two likelihood fits, with some fit parameters in
common.
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Putting Limits on the Other
BY — #7770 Contributions

In this appendix, we describe how we put the upper limits on the contributions from B° —
atn~ 70 decay processes other than B° — (pm)?. We assume contributions from B? —
f0(980)7%, B® — £,(600)7°, B® — wn® and BY — 7F7~7° non-resonant. As for B® —
f0(980)7%, BY — £,(600)7°, and B® — w7~ 7" non-resonant, we put the limits using our
data, since there is no measurement or the limits available as world average are poor. The
upper limit for the B® — wn? is obtained using the world average.

1 Scalar particles: B® — f,(980)7° and B° — f,(600)=°

We perform the Dalitz plot fit to constrain the contributions from these decay channels. As-
suming contributions from the BY — S7° where S is f,(980) or f,(600), the amplitudes of
Eq. (2.158) and (2.159) are rewritten as

Asw = f4 AT+ f_A™ + foA° + fsA® | and (G.1)
gzgw = fLAY + fA 4 foAO + f5AS (G.2)

Here A% (A®) and fg are the complex amplitude and the kinematical term of S, respectively.
The fgs consists of the helicity distribution and the Breit-Wigner mass distribution as

fs =Ti oFir s (G.3)
where
T7 ,=1, (G.4)
and
F) s =BWs(so) . (G.5)

Here we adopt a relativistic Brit-Wigner of J = 0 for the mass distribution. The time-integrated
part of the decay width is

sl + A = Y UPUF 2 Y0 Relfuf5IULR —Im[fef71U5™)
re{+,—,0} k<o€e{+,—,0}
HEsPUE+2 Y (Relfs UG — mlfsfUE™) L (G6)
ke{+,—,0}
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with 7 additional U ;I parameters in the second line. Note that this is a general expression
without any assumption on the C'P violation of B — S7° and the relative phase between
B — S7% and BY — (pm)°. Among them, UJ is the parameter that corresponds to the
contribution (decay width) of B® — S7% and other 6 parameters are nuisance parameters here.

Fit to the data with this PDF yields the results of the tables G.1 and G.2.

Table G.1: Fit result for B® — f,(980)r".

Resonance parameters

Mass (GeV) Width(GeV) Reference v B(£6(980)7%)/B(p°x°

0.976 0.061 Belle [62] | +0.57 0.0370:07

Table G.2: Fit result for BY — g7r°.

Resonance parameters
Mass (GeV) Width(GeV)  Reference U Br(on®)/Br(p°nY)
0.541 0.504 BES2 [63] | (+2.27573) x 102 +0.1615:18
0.513 0.335 CLEO [64] | (+0.5777) x 10 +0.0470 15
0.478 0.324 E791 [65] | (+0.7137) x 102 +0.047013

2 Vector particle: B — wn®

In HFAG 2006, 90% C.L. upper limit of B(B — wn®) is 1.2 x 1075, In PDG, the Br(w —
atn~) = 1.70 £ 0.27%. Thus, 90% C.L. upper limit of B(B® — wr® w — atn7) is ~

0.03 x 1076.

3 Phasespace: B’ — 777w~ #° non-resonant

To avoid the B® — (pr)Y resonant contribution, We apply the following Dalitz plot cuts:

Region I (low purity region)

1.5 < /sy and 15<,/s_ and 1.5<./sg

and

V5 <20 or /s2<20 or /s0<20
Region II (high purity region)

20< /sy and 20<,/sZ and 2.0<./so.

We also veto the following region in common for the “Region I” and “Region I1”

0.44 < m/ < 0.455
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Figure G.1: Regions used for the non-resonant measurement in normal Dalitz Plot (left) and
Square Dalitz Plot (right). “Region I” and “Region II” correspond to purple and blue regions,
respectively. Red region is dominated by B® — DX and white region is dominated by resonant
component; We do not use these regions.

to avoid a contribution from B® — J/97%. Except for the Daltiz Plot cut, the event selection
almost the same as the BY — (pm)?.1 We perform AE-M,,. fits to the data and calculate the
branching fraction assuming all of the B® — 777~ 7 are the contributions of non-resonant.

Fit results are shown Fig. G.2. Using the calculated efliciencies in Table G.3, we obtain
the branching fractions in Table G.4. By simply symmetrizing the errors and averaging all the
measurements, we obtain following value:

—0.154+0.62 (x1079). (G.11)

Data Set  Region  Efficiency (%)
DS-I Region 1 2.21
DS-I Region II 1.00
DS-II Region I 2.32
DS-II Region II 1.06

Table G.3: Efficiencies.

L Another difference, in addition to the cut in Dalitz plot, is best candidate selection. Since the region does
not contain the kinematic region with low momentum =, the is virtually no contribution from SCF. Thus, we
do not apply best candidate selection.
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Figure G.2: AE-M,. fit results of SVD1 (left) and SVD2 (right). Top and bottom plots
correspond to the “Region I” and “Region II”, respectively.

Data Set  Region  B.F. (x1076)
DSI  RegionI  +1.11713%
DS-I  RegionIT ~ —0.761533
DS-II  Regionl — +1.417.29
DS-IT Region I —1.89%103

Table G.4: Branching fractions obtained by each fit.
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Appendix H

Techniques to Estimate
Systematic Errors

1 Statistical Uncertainty of Binned Histogram PDF

To estimate the statistical uncertainty of a binned histogram PDF, we use two techniques: a
method using toy MC study and that using random division of the data sample. The former
is more precise but more complex than the latter. We use the former for the Dalitz plot PDF
of continuum events, since its systematic error is sizable. The latter is used for the Dalitz
dependent signal efficiency and the AE-M,. and Dalitz PDF for BB background.

Note that the systematic error due to the binning is taken into account as the fit bias. If
there were a significant effect due to the binning, we would have seen significant fit bias in the
MC fit; we do not find large bias and the small fit bias is included into the systematic error.

1-1 Method Using Toy MC
We model the (scaled) Dalitz PDF of continuum background Pqg(m. 0’) by a binned his-

scale?’
togram using the events in the sideband region, as described in Sec. 3-2 of appendix A. Since
the number of the sideband events is limited, the Pgg(m..,.,0") has uncertainty due to the
limited statistics. In this appendix, we describe the procedure to estimate the systematic error
due to the uncertainty of Pyg(ml..;.,0")-

In this method, we use toy MC corresponding to the sideband events. First, we generate 200
samples of pseudo experiments corresponding to the sideband data. Each pseudo experiment
consists of 13161 events corresponding to DS-I and 25813 events corresponding DS-II, where
the numbers of events are the same as data. Secondly, we prepare the Dalitz PDF of the
continuum background using each of the pseudo experiment samples in the same way as we
do for data; we obtain 200’s of statistically fluctuated PDF’s. Finally, we fit the data with the
same condition as the nominal fit except for the continuum Dalitz PDF, for which we use a
PDF based on the pseudo experiment instead of the nominal PDF based on data sideband. By
fitting the data using the 200 PDF’s we obtain the variations of the fitted parameters due to
the statistical fluctuation of the sideband events. We quote these variations as the systematic

errors due to the statistical fluctuation of the sideband events.

1-2 Method Using Random Division

In this method, we randomly divide the MC sample used to model the PDF into two subsam-
ples. Using the subsamples, we make two PDF’s in the same way as the nominal construction.
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As shown in the following, the difference of the two fit results using these two PDF’s is expected
to distribute such that its width is twice of the systematic uncertainty to be estimated. We
repeat the random division and fits, and make the distribution of the difference of the two fits.
We assign the width of the distribution as the systematic error?.

Provided the number of entries of the i-th bin of the histogram is N;, its uncertainty is
expected to be v/N;. When the number of entries of the i-th bin is Ni1 in one of the subsamples,
another subsample has N? = N; — N} entries in the same bin. Assuming binomial distribution,
the variance of the N} is

N;
(N = Nif2)%) = =~ (H.1)
Thus, the variance of N} — N? (= 2N}! — N;) is
(4}~ N2 =2 w2

Since the difference of each bin of the histogram PDF behaves as above, the difference of the
fit result does in the same manner.

2 Systematic Error Sourced by Parameters with Large
Correlation

There are parameters that have uncertainties and are fixed in the fit. To estimate system-
atic error due to them, we usually vary the parameters one-by-one by their 1o uncertainties
(Fig. H.1 left) and quote the difference of the fit result from the nominal one as the systematic
error?. When the uncertainties of several parameters have sizable uncertainties, however, the
procedure described above can be either an over or under estimation. The systematic error
from the nominal lineshape parameters, 3 and ~, is the case, where four degrees of freedom
(18], arg B, ||, arg~) are highly correlated with each other.

In such cases, we have to treat the systematic errors properly, as shown in Fig. H.1 right.
With the variation of the systematic source parameters 0¢' from the nominal value, e.g., §v =
(818], 6 arg 3,6|7|, argy)T, and the error matrix for their uncertainties E, the corresponding
x? is written as

X2 =0T ET 0. (H.3)

Since E~! is a real-valued symmetric matrix, it can be diagonalized with an orthogonal matrix
U. Note that the matrix U is uniquely determined except for the order of columns since the
eigenvalues are non-zero and have no degeneration in general. Each column of the U is denoted
by €;, where 7 is the index over the columns, and the eigenvalue of E -1 corresponding to €; is
Ai- The systematic error is estimated by substituting 0o = +€;/v/A; for each i, which satisfies
x? = 1. The fit result is compared with the nominal fit corresponding to 67 = 0 and the
difference is quoted as a systematic error.

I This width corresponds to the twice of the expected uncertainty. As a convention, we assign twice of the
expected uncertainty when it is sourced by MC statistics.

2 Another standard method is to generate toy MC with varied parameters, fit the MC with the nominal
parameters, and quote the bias of the fit result as systematic error. The treatment of the correlation described
here can be applied for this method, too.
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X
x/ X = 0 /
o /

3b (o)
o

1 0 1 1 0 1
5a (0) 5a (0)

Figure H.1: Schematic figures of the correlation of the parameters a and b, which have un-
certainties but fixed in the nominal fit. The ellipses correspond to the 1o contour of the
uncertainty of a and b; they are not circles but ellipses since a and b are correlated with each
other. In the estimation of the systematic error, we usually vary a and b by 1o separately,
corresponding to the cross points in the left plot. To treat the correlation properly, however,
we should estimate the systematic error using the cross points in the right plot.
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