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Abstract

Flavor Changing Neutral Currents (FCNC) constitute excellent probes for physics
beyond the Standard Model, since their branching fractions can be affected by the
presence of new, heavy particles as mediators. Of special interest are the B→ Kℓ+ℓ−

decays —where B is either a B0 or a B+ meson, K is either a K+ or a K0, and ℓ is either
a µ or an e— given their relatively high branching fraction and smaller theoretical
uncertainties (in comparison with other FCNC), and the multiple new couplings
they can test. Great efforts have been put into measuring the value of RK, defined as

RK =
B (B→ Kµ+µ−)

B (B→ Ke+e−)
,

since it is theoretically very clean, and recent measurements show tension with the
Standard Model predicted value of 1.

These decays are extremely rare, and as such, their uncertainties are dominated by
the size of the data sample used to study them. New particle accelerators, focused on
extreme luminosities, have the potential to narrow these uncertainties and to provide
more precise measurements. The Belle II Experiment, which started recording
physics events from the summer of 2019, aims for an integrated luminosity of 50
ab−1, by achieving a record of instantaneous luminosity (∼ 8× 1035cm−2s−1). Since
it is operating at the SuperKEK-B, a B meson factory, its reconstruction efficiency
for B decays is higher than more general experiments such as the LHC; thus, it
represents an ideal setup for a more precise study of the B→ Kℓ+ℓ−.

The current work is the first analysis of the B→ Kℓ+ℓ− decays using the Belle
II experiment data accumulated in its first physics runs up to March of 2020. It
consists of 11.5 fb−1 of collisions recorded at a Center of Mass Energy equal to the
Υ(4S) mass; besides the novelty of being the first study of these processes at the
Belle II Experiment, this analysis also introduces a new, improved algorithm for
Bremsstrahlung recovery, uses Boosted Decision Trees as multivariate classifiers
in order to reduce the different background components in the data samples, and
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applies the technique of boosting to flatness in order to avoid introducing bias through
the multivariate classifiers’ outputs. In the study, the ratio RK is measured for the
dilepton invariant mass regions corresponding to the J/ψ and ψ(2S) resonances to
be

B (B→ KJ/ψ [e+e−])
B (B→ KJ/ψ [µ+µ−])

= 0.99± 0.09 (stat)± 0.01 (sys),

B (B→ Kψ(2S) [e+e−])
B (B→ Kψ(2S) [µ+µ−])

= 1.03± 0.41 (stat)± 0.01 (sys).

The decay mode B+→ K+e+e− is observed with a significance of 1.35 and a 90%
C.L. upper bound on its branching fraction is measured to be

B
(

B+→ K+e+e−
)
< 3.5× 10−6.

The other three decays are not observed; the 90% C.L. upper bound on their branch-
ing fractions are:

B
(

B0→ K0µ+µ−
)
< 3.2× 10−6,

B
(

B+→ K+µ+µ−
)
< 9.9× 10−7,

B
(

B0→ K0e+e−
)
< 2.3× 10−6.

All of these are consistent with measurements by previous experiments, and with
the predictions made by the Standard Model.

We also perform a sensitivity projection for both the branching fractions and the
RK ratio at higher luminosities, and show that the improvements in the detector
performance are required to meet previous expectations for the RK ratio at Belle II—
derived from extrapolations of the Belle measurements—; based on these projections,
and pending on the improvements mentioned, we predict that the Belle II experiment
will be able to settle the RK anomaly with a 5σ significance at 35 ab−1.
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Chapter 1

Introduction

1.1 Contributions and Novelties Introduced

This work represents the first study of the B→ Kℓ+ℓ− processes in the Belle II
experiment; as such, it is intended to properly systematize the analysis procedure,
and to serve as the main guide for future studies in the topic. We have put special
emphasis in the derivation of the reconstruction and background rejection strategies,
shown in chapter 4, which is sometimes overlooked in this kind of work. The
methodology followed here, far from being limited to the current analysis, can
be easily extended to studies where a multidimensional fit is used to extract the
signal yields, or where the quantity to be optimized is other than the pseudo-
significance (which is the target variable each of the selection cuts in this analysis
tries to maximize).

This work also introduced a new Bremsstrahlung recovery method, which is
now widely used by the Belle II collaboration. It is an optimized version of the
algorithm used at Belle, and has shown promising results in the rejection of the
charmonium background that plagues the B→ Kℓ+ℓ− decays, without incurring in
any major degradation of the reconstruction efficiency for the electron modes. This
novel method is described in chapter 4.

We also perform the rejection of certain background components by making use
of multivariate classifiers. In contrast with previous studies at B factories, which
mostly employ Neural Networks as the classifier architecture, we opt for Boosted
Decision Trees, given their robustness to correlations among the input variables, the
short time required for their tuning/training, and their intepretability. Moreover,
this analysis includes a novel additional term in the loss function of these classifiers,
in order to assure that their output is not correlated with the mbc, which is the
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fit variable from which the signal yields are obtained. This with the intention of
avoiding introducing any bias —through artificial peaks— in the mbc distribution.
The details of the training process and this new extra term are given in chapter 4
and in appendix E, respectively.

Finally, in chapter 7, the present study ends with a projection on the sensitivity for
the branching fraction and the RK measurements at higher luminosities, in optimistic
and conservative scenarios. This provides future studies with a threshold against to
which compare their own performance.

Without further introduction, let us begin.

1.2 The Standard Model

From the first mention of the word atom by the Greek phylosophers Leucippus and
his pupil Democritus, more than 2400 years ago, humanity has traveled a long and
enlightening path towards the understanding of the structure of matter. The joint
efforts of scientists all over the world (and centuries) allowed for the establishment
and corroboration of what is now known as the Standard Model of Physics: a
theory that describes the interaction of entities known as elementary particles, the
basic constituents of our observable universe. It does so by treating these entities as
quantized excitations of fields that extend throughout space and time; as such, the
Standard Model is a Quantum Field Theory (QFT). In fact, it is the most complete QFT
up to date, and it correctly predicts a large number of the experimental observations
in Particle Physics. The discovery of the Higgs boson on July of 2012 by the CMS
[1] and the ATLAS [2] collaborations constituted the last piece of evidence of the
veracity of the model.

As a quantum field theory, the Standard Model is based on both Quantum
Mechanics and Special Relativity, the greatest revolutions in physics during the 20th
century. The first postulates that particles can be considered as excited states, or
quanta, of their underlying fields, which are functions of space and time. The second,
that the laws of physics are the same in any inertial frame1, and that speed of light c

1The motion of any object can be described only relative to an abstract coordinate system; such
system is known as a frame of reference. A frame of reference in which space is homogeneous
and isotropic (this is, in which laws of physics do not vary with the spatial position) and time is
homogenous (laws of physics do not change between different instants of time) is known as an inertial
frame of reference. In such a frame, an object subject to no forces —a free body— which is at rest at
one instant remains always at rest [3].
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is the maximum attainable speed in the universe—and hence, that there cannot be
instantaneous interactions between particles at different points in space.

As first proven by Wigner [4], these assumptions are enough to develop the
framework for Quantum Field Theories. Complemented by years of experimental
observations2, such theories were continuously depurated, and finally the current
picture of our observable universe came to be: matter is composed of quanta of
fermionic3 fields; they interact with each other by exchanging quanta of bosonic
fields. There are three types of bosonic fields, corresponding to the three elementary
forces4: the electromagnetic, the weak and the strong forces. The mediator of the
electromagnetic field is the photon (γ) and the ones of the strong field are eight
particles known as gluons (g); the weak force has three mediators: the electrically
charged W±, and the Z.

Fermions can be further separated in two types, depending on whether they
participate in the strong interaction or not. Those that do are known as quarks,
and those that don’t, as leptons, from which the electron is the most common one.
Both quarks and leptons are divided in generations, which correspond to pairs that
interact with each other through the exchange of a W± boson. Besides their mass,
the different quark (lepton) generations have very similar properties between each
other.

The Higgs boson is the only scalar boson in the theory5; it gives mass to the
fermionic fields, and to the W and Z bosons6. The mechanism by which this is
achieved is known as the Higgs mechanism, and it is briefly discussed in Appendix
A.

Table 1.1 resumes the Standard Model particles and interactions. Each column in
the fermion group correspond to a generation (they are usually termed first, second
and third generation, due to the chronological order of their discovery). Leptons on
the first row have an electric charge of zero and are known as neutrinos, whereas

2The interested reader can consult any book on the history of particle physics or, for that matter,
any book on particle physics. See, for example, the first chapter of [5].

3The fermionic and bosonic nature of elementary particles dictates how many of them can share
the same physical state, and how do their underlying fields transform when described in different
inertial frames.

4Strictly speaking, gravity is an elementary force as well; however, there is no consensus on how
to quantize it. This remains an open question to this day, and it represents one of the big problems
with the Standard Model.

5The other bosons are vector bosons. This terminology has to do with the magnitude of their
intrinsic angular momentum, or spin.

6the large mass of its mediators effectively limits the range of the weak force; this is the reason
why it is weak.
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those in the second one carry a charge of −1. For quarks, elements in the first row
have an electric charge of 2/3, and those in the second one of −1/3. For leptons,
mass increases while moving down and to the right in the table; for quarks, mass
increases while moving up and to the right, except for the first column, where the
mass of the u quark is smaller than the mass of the d quark. As for bosons, mass
increases while going down.

Table 1.1. The Standard Model of Physics

Fermions Bosons
Name Interaction

Leptons νe νµ ντ Photon Electromagnetic
e µ τ Gluon Strong

Quarks u c t W±, Z0 Weak
d s b Higgs Higgs interaction

A few more comments are on point (most of these are treated somehow more
rigorously in Appendix A):

• Each field carries an intrinsic property called spin, which is the quantum
analogous of angular momentum: fermions have spin 1/2, scalar bosons
have spin zero, and vector bosons have spin one. This property dictates how
the fields transform when described in different inertial frames, and if many
particles can occupy the same physical state7. Moreover, when particles are
put under a magnetic field, the spin dictates how strong is their coupling with
it. The naming is somewhat misleading, however; elementary particles are not
truly spinning, at least not in the classical sense.

• Besides spin, there is another intrinsic property of particles known as chirality,
which further determines how the fields’ descriptions transform between
inertial frames, and whose possible values are −1 and 1.

• For each particle there is a corresponding antiparticle, which has the same
mass, spin and parity, but opposite charges8. The Higgs, the Z, the γ and the g
are their own antiparticle (and thus all of their charges are zero).

7Particles described by fields with a half-integer spin cannot, and are said to obey the Fermi-Dirac
statistics; those with integer spin are allowed to, and are described by the Bose-Einstein statistics.
Hence, the names fermion and boson.

8The concept of charge here is not limited to the electric charge; in the strong interaction, for
example, the equivalent of electric charge is color charge, for which there are three possible values:
red, green, and blue. An up quark carrying electric charge 2/3 and a red color charge, will have as
antiparticle an anti-up quark, with electric charge −2/3 and an anti-red color charge.
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• The charged weak force violates parity symmetry maximally, id est, it only
couples to particles (and antiparticles) with negative parity. The neutral weak
interaction also violates parity symmetry, but particles with either parity can
still take part on it, with different coupling strengths. Moreover, this is the
only interaction that can change the flavor of a particle (by mixing the first and
second component of each generation of quarks and leptons).

• The interaction of a fermion with the Higgs field flips the chirality of said
fermion. A left-handed particle becomes a right-handed one and vice versa.

• The classical potential of the strong force can be described by a term propor-
tional to the distance: Vstrong(r) ∝ kr. This implies that a system of two or
more distant quarks carries a large amount of energy, and, in order to get to a
stable configuration, it will create quark-antiquark (qq) pairs which will then
form bounded states. Hence, all free particles are color neutral. This neutrality
can be achieved by combinations of three quarks of different color, which are
known as baryons9, or by the combination of a quark and an antiquark with
opposite color charges, known as mesons.

• Due to the form of its classical potential, theoretical calculations using pertur-
bation techniques in the low energy region —where it is not possible to probe
short distances, and hence V(r) is large— are not as accurate for the strong
interaction as they are for the other forces.

Challenges to the Standard Model and Searches for New Physics

As remarkable as the theoretical framework of the Standard Model is for the de-
scription of many the natural world, it is evident that our understanding of all its
processes is far from complete. Indeed, the SM gets in difficulties when trying to
interpret a variety of phenomena, among which we can mention:

• The matter-antimatter asymmetry in the universe: if in the early stages of the
universe particles and antiparticles were created on equal amounts, why is it
that our observable universe seems mostly constitued by particles?

• The hierarchy problem, or why is the mass of the Higgs boson so small, despite
the expected quantum corrections from loops of virtual particles?

9The most famous ones being the proton, which is composed of two u quarks and one d quark,
and the neutron, which is composed of two d quarks and one u quark.
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• The nature of Dark Matter and Dark Energy.

• The strong CP problem, or, how is it that strong interactions do not violate CP
symmetry when, in principle, they can?

• The origin of neutrino masses and the neutrino mass scale.

• The total number of Higgs bosons.

• The stability of the proton.

• The quantization of the gravitational field or, more precisely, a quantization of
the gravitational field which is compatible with General Relativity.

This inability to offer an explanation to any of the previously mentioned items
(as well as many others) suggests that the SM is an incomplete, or effective, theory,
an approximation to a more fundamental model which is still unknown. Multiple
hypothesis about the nature of this model have been proposed and, as with the
Standard Model, they need to be corroborated (or refuted) by precise measure-
ments performed in dedicated experiments; these include cosmological observations
(searches for dark matter, cosmic rays studies, cosmic neutrino observatories, general
relativity tests with celestial bodies, and studies on Big Bang remnants), neutrino
experiments (from both reactor and accelerator sources) and particle accelerators.

Accelerator searches can be further divided into two types: the Energy Frontier
and the Intensity Frontier programs. The first one probes for New Physics by
reaching higher and higher energy scales where new, heavy particles can be directly
produced. The LHC accelerator is a good example of a machine build under this
scheme, holding the world record for the center of mass energy of an accelerator at
14 TeV, with some plans of rising it to 27 TeV [6].

On the other side, the Intensity Frontier strives for maximizing the number of
observed “interesting" events, by increasing the intensity of the colliding beams
(thus raising the number of collisions per unit of time) and by the implementation
of special detection and reconstruction techniques. Examples of experiments built
under the intensity frontier program include BaBar, Belle, and its successor, the
Belle II experiment, which aims to reach a new world record in instant luminosity:
8× 1035cm−2s−1.

The intensity frontier can provide signs of New Physics in two ways: one is
by looking for processes which are forbidden in the Standard Model, for which a
measurement is an automatic sign of New Physics. This could either probe new
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couplings, or new particles with mass scales well below the Energy Frontier, but
with a very weak coupling to the Standard Model particles.

The second strategy is to look for discrepancies between measurements and the
Standard Model predictions for processes whose theoretical uncertainties are well
under control. This is often performed with decays which occur, at leading order,
through loop diagrams. In this case new particles can appear as virtual particles in
the loop, and change considerably the rates and the properties of the process with
respect to its Standard Model values, since both the New Physics and the Standard
Model contribution would be of the same order.

Flavor Changing Neutral Currents (FCNCs) present an ideal environment for
studies of this last nature. They correspond to processes in which the flavor of
a quark changes, but its charge remains unaltered. From table 1.1, they can be
understood as transitions from one quark column to another, within the same
row. FCNCs can only occur through loop diagrams in the Standard Model (more
on Feynman diagrams can be read in appendix A and the literature referenced
there). Moreover, theoretical uncertainties within these processes can be palliated by
performing measurements on inclusive decays (where the hadronic component of
the final state is not unique), or by choosing a proper set of clean observables.

1.2.1 New Physics Searches in b→ sℓ+ℓ− Transitions

Multiple extensions of the Standard Model produce contributions to Flavor Chang-
ing Neutral Current processes by the introduction of new, massive particles, which
can alter the value of the observables measured by experimentalists. Of special
interest are the processes in which the decaying quark is a b quark10. Moreover,
radiative (where the b→ s transition is accompanied by the emission of a photon)
and semileptonic (where the b→ s transition occurs together with the production
of a lepton pair) decays provide cleaner theoretical environments in comparison
to purely hadronic decays, where the calculation of the strong interaction terms
between all the quarks involved leads to higher uncertainties.

The b→ sγ Decay

The radiative b→ sγ transition occurs through the effective diagram shown in figure
1.1. The decay rate for this process is governed by the parameter C7, one of the Wilson
coefficients used in the treatment of rare decays of B mesons. New Physics scenarios

10Because of reasons explained in the appendix B.
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can manifest by modifying this coefficient, and by the introduction of the chirality-
flipped coefficient C ′7, which, in the SM, is suppressed by a factor of ms/mb, where
ms and mb are the masses of the s and b quarks, respectively. The inclusive decay
B→ Xsγ, where Xs corresponds to any hadron containing an s quark and without a
c quark, and B stands for both B0 (bd quarks) and B− (bu quarks) mesons, is one of
the best probes for this process, as inclusive branching ratios are theoretically clean.

On the contrary, the exclusive decays B→ K(∗)
γ —where K is either K0 (sd) or K−

(su)— are theoretically challenging, but offer a way of measuring the ratio C ′7/C7,
either by computing the difference in the decay rates for CP-conugated processes,
or by looking at the chirality of the outgoing photon in decays with three-body
hadronic final states. The Standard Model prediction for the branching fraction for
photons with energies Eγ > 1.6 GeV is given by [7]

BR
(

B→ Xsγ
)
=

G2
Fαem5

b
32π4 |λtC7|2 = (3.36± 0.23)× 10−4 (1.1)

where GF is the Fermi constant for weak decays, αe is the fine structure constant for
electromagnetism, and λt = VtbV∗ts a product of components of the CKM matrix (see
appendix B).

b s

γ

Fig. 1.1 Effective diagram for the b→ sγ decay. The effective vertex (shown in red) encapsu-
lates the short distance physics from the weak interaction responsible for b→ s FCNC. It is
also the source of the C7 term.

The latest experimental measurements carried on at dedicated B factories are
shown in figure 1.2. They are in good agreement with the theoretical value.

The Belle II experiment should be able to perform a measurement of BR (B→ Xsγ)

within a statistical precision of around 6%, and of the CP-asymmetry in B→ K∗γ
and B→ ργ of 0.05 and 0.15, respectively [9].



1.2 The Standard Model 9

Fig. 1.2 Experimental measurements for the b→ sγ branching ratio at 90% C.L., as reported
by the Heavy Flavor Averaging Group (HFLAV) [8]. The values for the Belle and BaBar
experiments are the averages of several results, obtained by different methods. Though
theoretical calculations are done for Eγ > 1.6 GeV, measurements are performed for different
energies, all above Eγ > 1.7 GeV; the values shown here have been extrapolated down to 1.6
GeV from such measurements. The horizontal bars correspond to the total error (adding
the statistical and systematic errors in quadrature). The shadowed band corresponds to the
prediction region of the Standard Model.

The b→ sℓ+ℓ− Decay

Compared to radiative and leptonic11 decays, the semileptonic b→ sℓ+ℓ− process,
where ℓ can be either an electron or a muon12, is mediated, at leading order, by two

11These have not been (and will not be) discussed here. They correspond to processes of the form
B→ ℓ+ℓ−, where ℓ can be either an electron or a muon. In the SM, their production rate is dictated
by the Wilson coefficient C10. For a brief introduction to the experimental physics analyses on this
sector, the reader can refer to [9]. In a joint effort, the CMS and the LHCb collaboration where the
ones to report the first observation of the B0

s → µ+µ− process; the LHCb later reported the most
precise measurement to date of the branching fraction for this process [10]. The ATLAS collaboration
provided a 95% C.L. upper bound to the branching fraction of B0 → µ+µ− decays, and reported
results within 2.6 standard deviations from the Standard Model predictions [11].

12In principle, ℓ− can be a τ− lepton too. However, the τ is much more massive than the electron
and the muon, and hence its production rate is suppressed. Moreover, it promptly decays into states
with two or more neutrinos, which makes its detection very challenging. The BaBar collaboration
performed a measurement on the branching fraction of the B+→ K+τ+τ− decay, and reported an
upper limit of 2.25× 10−3 at 90% C.L. [12], which is about four orders of magnitude above the SM
prediction of BR (B+→ K+τ+τ−) = 1.44(15)× 10−7 [13].
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effective diagrams (see figure fig:effective-bsll), which makes it sensitive to a broader
spectrum of new physics contributions.

b

ℓ+

ℓ−

s

γ

b

ℓ+ ℓ−

s

Fig. 1.3 Effective leading diagrams for the b→ sℓ+ℓ− decay. The FCNC vertices are shown
in red. While the first diagram represent the contribution from C7, the second one includes
both the effects of C9 and C10.

The decay rate in the absence of QED corrections can be expressed in terms of the
squared dilepton invariant mass q2 and θℓ, the angle between ℓ− and the B meson in
the ℓ+ℓ− center of mass frame, as [14]

d2Γ
dq2dcosθℓ

=
3
8

[(
1 + cos2 θℓ

)
HT(q2) + 2HA(q2)cosθℓ + 2

(
1cos2 θℓ

)2
HL(q2)

]
(1.2)

where the Hi(q2) functions contain the dependence on the Wilson coefficients, and
are independent of cosθℓ. The total branching fraction will be independent of HA,
but the forward-backward asymmetry, defined as

AFB =

∫ 1
0 dcosθℓ

dΓ
dcosθℓ

−
∫ 0
−1 dcosθℓ

dΓ
dcosθℓ∫ 1

−1 dcosθℓ
dΓ

dcosθℓ

(1.3)

does, and provides another observable to test for NP.
As with the b→ sγ transition, the semileptonic FCNC can be studied both in

inclusive and exclusive decays. The B→ Xsℓ+ℓ− decays, although theoretically
clean, are experimentally challenging, due to the high multiplicity of final states
and the large backgrounds expected in the high mXs region; usually a cut on this
hadronic invariant mass is imposed, which both suppresses the decay rate in the
low q2 region and introduces additional uncertainties. The latest measurements on
the inclusive branching fractions are shown in table 1.2.

The only measurement of AFB in inclusive decays was performed by the Belle
collaboration by using the sum of 10 exclusive decays in the range mXs > 1.1 GeV
[20], and the results are in agreement with the Standard Model within the theoretical
and statistical uncertainties.
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Table 1.2. Latest measurements and averages at 90% C.L. of the branching fractions
(
×10−6)

for the B→ Xsℓ+ℓ− modes [8, 15]. The Belle measurements include the region q2 > 0.2 GeV,
whereas the BaBar ones take q2 > 0.1 GeV, and are in agreement (within 2σ) with the SM
predictions, which are: (4.6± 0.8)× 10−6 for the B→Xsℓ+ℓ−mode [16], (4.15± 0.71)× 10−6

for B→ Xsµ
+µ− and (6.89± 1.01)× 10−6 for B→ Xse+e− [17].

Mode BaBar [18] Belle [19] PDG-2020 HFLAV-2019

B→ Xse+e− 7.69+0.82+0.71
−0.77−0.6 4.05± 1.30+0.87

−0.83 6.7± 1.7 6.67± 0.82

B→ Xsµ
+µ− 4.41+1.31+0.63

−1.17−0.50 4.13± 1.05+0.85
−0.81 4.3± 1.0 4.26+0.98

−0.91

B→ Xsℓ+ℓ− 6.73+0.70+0.60
−0.64−0.56 4.11± 0.83+0.85

−0.81 5.8± 1.3 5.84± 0.69

On the other side, exclusive B→ Mℓ+ℓ− decays are experimentally easier and
deliver a larger number of observables, but with the cost of higher theoretical
uncertainties, since the calculation of the branching fractions requires the knowledge
of the B→M form factors; moreover, while in the b→ sγ case this form factor needs
only to be calculated for the q2 = 0 case (where q2 is the invariant mass squared of the
outgoing photon), semileptonic currents demand the knowledge of this form factor
in the full kinematic range 4m2

ℓ < q2 < (mB −mM)2. Such uncertainties are smaller in
decays where the meson is a either a K or a π, since there are only three independent
form factors, of which only two contribute to the SM prediction in the massless
lepton limit (a good approximation for electrons and muons); moreover, these
mesons are stable under strong interactions, which facilitates their reconstruction13.

After the form factors, the next most significant uncertainties are hadronic ones
associated to non-factorizable corrections. These are smaller for decays in which
M = K(∗) [9]; hence, the B→ Kℓ+ℓ− processes represent the best compromise between
experimental simplicity, prediction power and theoretical cleanliness, and they constitute
the focus point of the present work. Their theoretical uncertainties can be further
alleviated by the measurement of observables made of ratios —such as AFB in
equation 1.3—, where the form factor terms partially cancel. The golden quantity is

13The analysis of decays with vector mesons is, however, richer in observables, due to the depen-
dence of the decay rate on three different measurable angles [21], in comparison to the pseudoscalar
decays, where it only depends on θℓ. This gives rise to a group of twelve angular observables, which
can be further combined in new obsevables, canceling as many theoretical uncertainties as possible
[22]. Deviations of 2.1σ, 3.4σ and 2.7σ from the SM predictions are observed in the observable P′5 by
the Belle [23], LHCb [24] and ATLAS [25] collaborations, respectively.
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given by

RK =
BR (B→ Kµ+µ−)

BR (B→ Ke+e−)
. (1.4)

In the Standard Model, 1.4 is, to a very high precision, equal to one [26]. Thus, any
significant deviation would be a clear signal of a new physics mechanism which
favors one lepton flavor over the other. The latest reported values of the branching
fractions for the B→ Kℓ+ℓ− processes are listed in table 1.3.

Table 1.3. Values of the branching fractions for the B→ Kℓ+ℓ− modes from the PDG averages
[15] and the Standard Model predictions.For the predictions, the form factors are the ones
derived in [27], and the values of the Wilson coefficients are obtained from [28] at a scale
µb = 4.8 GeV.

Mode PDG-2020 Standard Model

B+→ K+e+e− (5.5± 0.7)× 10−7 (6.020± 0.862)× 10−7

B+→ K+µ+µ− (4.41± 0.22)× 10−7 (6.027± 0.864)× 10−7

B+→ K+ℓ+ℓ− (4.51± 0.23)× 10−7 (6.02± 0.86)× 10−7

B0→ K0e+e−
(

1.6+1.0
−0.8

)
× 10−7 (5.575± 0.735)× 10−7

B0→ K0µ+µ− (3.39± 0.34)× 10−7 (5.581± 0.756)× 10−7

B0→ K0ℓ+ℓ−
(

3.1+0.8
−0.7

)
× 10−7 (5.58± 0.76)× 10−7

The most precise measurement to date was performed by the LHCb collaboration,
using 5.0 fb−1 of data taken at center of mass energies of 7, 8 and 14 TeV. The reported
value for the ratio in the q2 ∈ [1,6] GeV2 is [29]

RK = 0.846+0.060+0.016
−0.054−0.014 (1.5)

where the first error is statistical and the second is systematic. The result is con-
sistent with the SM predictions at the level of 2.5 standard deviations. The Belle
collaboration also reported the value for the RK ratio in the same q2 range using
their full 711 fb−1 [30]

RK = 0.98+0.27
−0.23 ± 0.06 (1.6)

(the first uncertainty is statistical, and the second systematic) well in accordance
with the theoretical predictions.
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The results from these measurements (and some others not included here, such
as those from the Λb → Λℓ+ℓ− processes) can be combined in order to constrain
possible new physics scenarios. Figure 1.4 depicts the most-likely values for the
NP corrections to the semi-leptonic Wilson Coefficients C9, C ′9 and C10 in the case
where the final lepton pair corresponds to a µ+µ− pair. Though a modification to
these coefficients from NP is a tantalizing solution to the discrepancies between
SM predictions and the experimental measurements performed, the authors openly
recognize that, at present, statistical and underestimated systematic uncertainties
cannot be ruled out as possible explanations of such differences [31].

Fig. 1.4 Likelihood contours of the global fit and several fits to a subset observables in the
plane of new physics contributions to the pair of operators C9, C10 (left) and C9, C10 (right)
for muonic channels, assuming that the contribution to any other operator is zero. The solid
(dashed) contours include (exclude) the latest measurements on RK (from LHCb) and RK∗

(from Belle). The contours from NCLFU observables are obtained from measurements in
neutral current lepton flavor universality observables: RK, RK∗ , D′P4

and D′P5
. The orange

regions correspond to 1σ constrains from b→ sµµ observables and other ovservables whose
uncertainties are correlated with those of the b→ sµµ observables. For more details, the
reader is referred to the original paper [31], which is also the source of this image.

Indeed, despite the multiple efforts, statistical error is still the dominating source
of uncertainty for the measurements of RK and RK∗ . Though the number of B mesons
produced at the LHC accelerator is relatively high, analyses tend to suffer from low
reconstruction efficiencies in the electron channels, due to the background levels
expected from such high Center of Mass energies. This also limits the LHC studies
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to modes with charged kaons, since the reconstruction of K0 → ππ(π) events is
quite challenging.

In comparison, B factories background sources are better understood, and ded-
icated reconstruction procedures lead to similar efficiencies for both electron and
muon channels, and open the possibility to the study of decays involving neutral
kaons. In this sense, the Belle II Detector14, offers a great opportunity for the analysis
of the semileptonic b→ sℓ+ℓ− transitions at a new level of statistical precision. The
SuperKEKB aims to break the world record for instantaneous luminosity (average
number of collisions per second) for an accelerator experiment, currently held by the
LHC accelerator at 2.14× 1034cm−2s−1, by reaching a value of ∼ 8× 1035cm−2s−1

[32], in order to accumulate up to 50 ab−1 of data in 10 years of operation. Figure 1.5
shows the expected uncertainty in the measurement of RK at Belle II, as a function
of the integrated luminosity. The error is expected to be comparable to the LHCb
measurement at around 11 ab−1. However, this estimation is done by extrapolations
of the uncertainties obtained by Belle analyses, and thus a projection based on the
Belle II performance at early stages is bound to be more realistic, and to provide
new insights on what needs to be improved in order to get closer to (or surpass) the
extrapolated values.

Following these motivations, this thesis presents the first analysis on the B→ Kℓℓ
decay modes, aiming to measure the RK ratio, in the Belle II Detector. This study
was performed using the data from the first physics runs carried on with the whole
detector setup —excluding one layer of the innermost pixel vertex detector—, from
March of 2019 to March of 2020; the integrated offline luminosity is 11.5329± 0.0016
fb−1, which corresponds to approximately 12 million of BB pairs. We make a detailed
calculation of the systematic and statistical uncertainties related to the measurements,
and calculate their expected values at the Belle II target luminosity of 50 ab−1; we
then obtain a revised luminosity threshold at which the Belle II measurements can
compete with the Belle and the LHCb ones in terms of precision.

The outline of this document is as follows: in chapter 2, a brief account of the
theoretical framework used in the study of B→ Kℓ+ℓ− decays and the strategy
followed in this work are presented; chapter 3 gives a description of the SuperKEKB
accelerator, the Belle II Detector and the analysis tools employed in this study; chap-

14A second-generation multipurpose espectrometer which operates at the SuperKEKB accelerator
facility in Tsukuba, Japan. See chapter 3. The detector is designed to measure the properties of
particles produced in electron-positron collisions at a center of mass energy of 10.58 GeV. This energy
corresponds to the invariant mass of the Υ(4S) resonance, which decays 96% of the time to a pair
of B mesons. This allows for the observation of a large number of B decays in a low background
environment.
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Fig. 1.5 Expected sensitivity on RK measurements at Belle II as a function of the integrated
luminosity, as appears in [33, 34]; based on extrapolations of Belle data performed in [35].

ter 4 deals with the signal background reduction strategies and the reconstruction
process, where a novel Bremsstrahlung recovery module is introduced, and Boosted
Decision Trees are used to suppress certain types of background events; chapter
5 presents the efficiency correction factors and the systematic errors introduced
into the final efficiencies; chapter 6 then outlines the signal extraction procedure
following the reconstruction process, and applies it to both the experimental and
the simulated data; finally, chapter 7 presents the discussion on the results, the error
projections, and the conclusions of this work.





Chapter 2

Flavor Changing Neutral Currents in
B decays and Analysis Strategy

This chapter is divided in two parts: the first one presents a small review of the
theoretical treatment done for Flavor Changing Neutral Currents, putting and
emphasis on the set of observables which are sensitive to new physics contributions;
the second one is a description of the analysis strategy followed in this study in
order to measure some of these observables.

2.1 Phenomenology of the Standard Model and Flavor
Changing Neutral Currents in B Decays

2.1.1 The Operators Product Expansion and the Effective Hamilto-
nian

Flavor changing neutral processes occur through the interplay of strong and weak
interactions, and thus are dependent of two very different length scales: the weak
scale, of the order1 of O (1/mW) (here mW is the mass of the W boson) and the QCD
scale, which depends on the mass of the decaying quark O

(
1/mq

)
. To include the

effects of both forces the Operator Product Expansion (OPE), first proposed by K.
G. Wilson [36] and later formalized by him and Zimmerman [37], is used. In the
OPE, short-ranged forces are treated as effective point-like interactions between
fermion currents; the nature of weak and highly energetic strong processes are
then encapsulated in what are known as the Wilson coefficients, Ci, whereas the long

1This document uses natural units, in which c = h̄ = 1.
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distance strong interactions, which cannot be treated by perturbative methods, are
represented by local operators Oi. The Ci can be viewed as coupling constants for
the effective vertices Oi, and one can construct an effective Hamiltonian for the b→ s
FCNC given by2:

Heff = −
4GF√

2
∑

q=u,c,t
VqbV∗qs

(
∑

i
Ci
(
mq,µ

)
Oi (µ)

)
(2.1)

where µ is the boundary between the heavy mass terms —the ones that get integrated—
and the light ones,

GF =

√
2

8
g2

W
m2

W

is the Fermi coupling constant (gW is the coupling constant for the weak interaction),
Vqb and Vqs are components of the CKM matrix (see appendix B) and mq is the mass
of quark q. The complete set of operators is [38]:

O1 =
(
sαγµPLcβ

)(
cβγµPLbα

)
,

O3 =
(
sαγµPLbα

)(
∑

q=u,d,c,s,b
qβγµPLqβ

)
,

O5 =
(
sαγµPLbα

)(
∑

q=u,d,c,s,b
qβγµPRqβ

)
,

O7 =
ge

16π2 mbsασµνPRbαFµν,

O9 =
g2

e
16π2 sαγµPLbαℓγµℓ,

O2 =
(
sαγµPLcα

)(
cβγµPLbβ

)
,

O4 =
(
sαγµPLcβ

)(
∑

q=u,d,c,s,b
qβγµPLqα

)
,

O6 =
(
sαγµPLcβ

)(
∑

q=u,d,c,s,b
qβγµPRqα

)
,

O8 =
gs

16π2 mbsασµνPRTa
αβbβGµν

a ,

O10 =
g2

e
16π2 sαγµPLbαℓγµγ5ℓ,

(2.2)
with α and β color indices (which are summed if repeated), PL =

(
1− γ5)/2 and

PR =
(
1 + γ5)/2 the left and right-handed spinor projectors, ge and gs the elec-

tromagnetic and strong coupling constants, respectively, Fµν the electromagnetic
tensor field and Gµν

a the color tensor fields. The b quark mass mb introduced here
corresponds to the mass calculated in the MS regularization scheme at the scale µ.

2Notice that both the coefficients and the operators depend on the scale µ chosen for the integration.
Due to asymptotic freedom, short distance QCD effects (such as gluon exchanges with the virtual quarks)
can be calculated in perturbation theory, if µ is not too small, and included in Ci; these effects are the
ones that govern the µ dependency of the coefficients. It is customary to choose µ of the order of the
mass of the decaying quark, which is O (mb) for B decays; since the effective Hamiltonian should be
independent of this scale, the operators Oi must also carry some dependence, which cancels the one
from the coefficients.
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2.1.2 Effective Hamiltonian for the B→ Kℓ+ℓ− Transitions

In order to perform calculations on observables such as branching fractions and
decay rates, the matrix element ⟨Heff⟩must be calculated. This is done in three steps
[39]:

1. The matching of the full theory to the effective theory at a scale µW of the
order of the mass of the W boson. This allows for the extraction of the Wilson
coefficients Ci

(
mq,µW

)
to the desired order in αs.

2. Making use of the renormalization group equations, evolving the Wilson
coefficients down to the appropriate low energy scale µ of the order of the
mass of the decaying quark (mb for the case we are interested at), thus obtaining
Ci
(
mq,µ

)
.

3. Calculation of the matrix elements ⟨Oi (µ)⟩ by means of some non-perturbative
QCD method.

For the B→ Kℓ+ℓ− decays, the leading Feynman diagrams of the full theory are
shown in figure . Though we have included here the u and c quarks as mediators,
the Ci, rather than depending on the quark masses mi, are functions of the ratios
xi = mi/mW , so it is safe to ignore the contribution of the lighter quarks.

b

q

ℓ+

ℓ−

s

q

t, c,ut, c,u

W

γ
(
Z0)

b

q

ℓ+

ℓ−

s

q

WW

t, c,u

γ
(
Z0)

b

q

ℓ+ ℓ−

s

q
t, c,u

W W
νℓ

Fig. 2.1 Leading order diagrams for the B→ Kℓ+ℓ− decay. The first two are known as
penguin diagrams (by exercising the imagination it is possible to see the figure of this bird
drawn by the diagram lines), whereas the last one is a box diagram. Notice that both a
photon and a Z0 can couple to the lepton pair in the penguin diagrams; moreover, albeit in
the first diagram the coupling is depicted with the t quark, the γ

(
Z0) can also be emitted

from the other quarks. Here, q stands for either an up or a down quark and ℓ is either an
electron or a muon.

At the scale µW , asymptotic freedom occurs and strong interactions can be treated
perturbatively. The amplitudes of the full diagrams can be then computed to the
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desired order in gs, and made equal to the amplitudes calculated at the same order
for the effective diagrams shown in figure 2.2.

b O7

q

ℓ+

ℓ−

s

q

γ

b

q

O9/10

ℓ+ ℓ−

s

q

Fig. 2.2 Effective leading Feynman diagrams for the B→ Kℓ+ℓ− decay.

By equating the effective and full amplitudes, it is possible to obtain an expression
for the Ci at the µW scale. However, the decay occurs at a lower CM energy, so the
operators are evolved accordingly, down to the correct energy scale, which is of the
order of the mass of the decaying b quark. This is done by using the renormalization
group equations (RGE), which correspond to differential equations that describe the
change of renormalized quantities with respect to µ. The dependence of the Wilson
coefficients C⃗ = [C1, ...,C10] on µ is given by

d
d lnµ

C⃗ (µ) = γT (αs) C⃗ (µ) (2.3)

where γ (αs) is known as the anomalous-dimension matrix, and αs = g2
s /4π.

Thus, though in principle, from the group of ten operators given in equation
2.1 only O7, O9 and O10 contribute at tree level to the decay amplitude of the
B→ Kℓ+ℓ− processes (see figure 2.2), operatorsO1−6 andO8 appear as one and two
loop corrections [40] of the tree level effective diagrams.

The effective Hamiltonian is then written as

Heff =
4GF√

2
λt

[
Ce f f

7 (mt,µb)O7 (µb)+

+Ce f f
9 (mt,µb)O9 (µb) + C10 (mt,µb)O10 (µb)

] (2.4)

Ce f f
7 contains contributions from C2 and C8, whereas Ce f f

9 includes those of C1−6.

The most recent calculations of these coefficients include the next-to-next-to-
leading order (NNLO) QCD corrections, and next-to-leading order QED corrections
[14].
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2.1.3 The Decay Rate

Making use of the expression for Heff given in equation 2.4, the matrix element for
the decay amplitude of the B→ Kℓ+ℓ− process can be written as

M = −⟨Heff⟩ =
4GF√

2
VtbV∗ts

(
∑

i=7,9,10
Ci
〈
Kℓ+ℓ−

∣∣Oi |B⟩
)

, (2.5)

where, for brevity, C7,9 = Ceff
7,9 and we have omitted the dependence of Ci and Oi on

the scale µ. Replacing the operators by their explicit forms3 in equation 2.2,

M =
GF√

2
αe

2π
λt
〈
Kℓ+ℓ−

∣∣−2imb
q2 C7

[
sσµνqν (1 + γ5)bℓγµℓ

]
+

C9

[
sγµ (1− γ5)bℓγµℓ

]
+ C10

[
sγµ (1− γ5)bℓγµγ5ℓ

]
|B⟩ .

(2.6)

Due to the shape of the six-dimensional operators Oi, the components ⟨Kℓ+ℓ−|Oi |B⟩
can be factorized as ⟨ℓ+ℓ−|O(ℓ)

i |0⟩ ⟨K|O
(b→s)
i |B⟩, where O(ℓ)

i is the part of the oper-

ator Oi corresponding to the leptonic currents, and O(b→s)
i the one corresponding to

the hadronic ones. Moreover, these hadronic components can be written in terms of
the f0(q2), f+(q2) and fT(q2) form factors [27]:

⟨K| sγµb |B⟩ =
m2

B −m2
K

q2 qµ ( f0 − f+) + (pB + pK)
µ f+, (2.7)

⟨K| sγµγ5b |B⟩ = 0, (2.8)

⟨K| sσµνb |B⟩ = i fT

mB + mK

[
(pB + pK)

µ qν − qµ (pB + pK)
ν] . (2.9)

These identities, together with the fact that σµνγ5 =
i
2 εµναβσαβ (where εµναβ is the

Levi-Civita symbol), completely determine the hadronic form factors involved in

3Notice that, in equation 2.2, O7 represents the emission of a real photon (hence the presence of
the Fµν tensor). However, due to spin conservation, the photon in the Feynman diagram of figure 2.2
is always a virtual one. Thus, Fµν gets replaced by the term

−2i
qν

q2 ℓγµℓ

where q is the momentum of the dilepton system.



22 FCNC in B decays and Analysis Strategy

the decay4. Hence:

M =
GF√

2
αe

2π
λt

[
2mb
q2

fT

mB + mK

(
q2 (pB + pK)

µ −
(

m2
B −m2

K

)
qµ
)

C7

[
ℓγµℓ

]
+

+

[
m2

B −m2
K

q2 qµ ( f0 − f+) + (pB + pK)
µ f+

](
C9

[
ℓγµℓ

]
+ C10

[
ℓγµγ5ℓ

])]
.

(2.10)

Defining

f−
(

q2
)
=

m2
B −m2

K
q2

[
f0

(
q2
)
− f+

(
q2
)]

(2.11)

the matrix element can be concisely written as

M =
GF√

2
αe

2π
λt f+

(
Aµ

V

[
ℓγµℓ

]
+Aµ

A

[
ℓγµγ5ℓ

])
(2.12)

with

Aµ
V = A (pB + pK)

µ + Bqµ, Aµ
A = C (pB + pK)

µ + Dqµ (2.13)

and

A = C9 f+ +
2mb

mB + mK
C7 fT, (2.14)

B = C9 f− −
2mb (mB −mK)

q2 C7 f−, (2.15)

C = C10 f+, (2.16)

D = C10 f−. (2.17)

Due to the equation of motion for the lepton fields, the term in B does not contribute
to the matrix element, and the term in D gets suppressed by one power of the lepton

4Indeed, one then has:

⟨K| sσµνγ5b |B⟩ = − fT
mB + MK

εµναβ (pB + pK)α qβ.

Notice, however, that when contracted with qν the previous term vanishes.
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mass [41]. With this in mind, the decay rate is given by

d2Γℓ

dq2dcosθℓ
=

1
4 ∑

spin
|M|2

=
G2

Fα2
e

211π5 mBλ2
t

[
aℓ
(

q2
)
+ cℓ

(
q2
)

cos2 θℓ

] (2.18)

where θℓ is the angle between the direction of motion of the B meson and the
negatively charged lepton ℓ− in the dilepton center of mass frame (see figure 2.3),
and

βℓ

(
q2
)
=

√
1−

4m2
ℓ

q2 , (2.19)

λ
(

q2
)
= m4

B + m4
K + q4 − 2

(
m2

Bm2
K + q2m2

B + q2m2
K

)
, (2.20)

aℓ
(
q2)

βℓ (q2)
√

λ (q2)
= λ

(
q2
)(
|A|2 + |C|2

)
+ |C|2 4m2

ℓ

(
2m2

B + 2m2
K − q2

)
+ 8m2

ℓ

(
m2

B −m2
K + q2

)
Re (CD∗) + 4m2

ℓq2 |D|2 ,

(2.21)

cℓ
(
q2)

βℓ (q2)
√

λ (q2)
= −λ

(
q2
)(

1−
4m2

ℓ

q2

)(
|A|2 + |C|2

)
. (2.22)

For the region of large hadronic recoil (where the K energy is high, and hence,
q2≪m2

B), the Light Cone Sume Rules (LCSRs) technique [27] has been used to obtain
expressions for the form factors f+, f− and fT. The results get then extrapolated to
higher values of q2 where they cannot be directly calculated. Such values are the
ones used for the Monte Carlo simulations in this study.

BK

ℓ−

ℓ+

θℓ

Fig. 2.3 The angle θℓ.
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Due to the limited statistics, sometimes an analysis over the double decay rate is
not possible. In this case, partial decay rates over q2 and cosθℓ are useful. The first is
given by

dΓℓ

dq2 = 2Γ0

[
aℓ
(

q2
)
+

1
3

cℓ
(

q2
)]

(2.23)

where we have written

Γ0 =
G2

Fα2
e

211π5 mBλ2
t , (2.24)

and the second by
dΓℓ

dcosθℓ
= Γ0

[
Aℓ + Cℓ cos2 θℓ

]
(2.25)

with

Aℓ =
∫ q2

max

q2
min

dq2aℓ (q)
2 , Cℓ =

∫ q2
max

q2
min

dq2cℓ (q)
2 . (2.26)

Finally, the integrated decay rate is

Γℓ = 2Γ0

(
Aℓ +

1
3

Cℓ

)
. (2.27)

Clean observables are obtained by taking the ratio of calculated quantities, so
uncertainties can cancel out. As shown in [38], for the multiple decay rates the
lepton mass effects in the low q2 region are of the order of O(m4

ℓ/q4), which are
about m4

µ/q4 ∼ 10−4 for muons and m4
e /q4 ∼ 10−5 for electrons; hence, in the SM,

the decay rates are independent of the lepton flavor. See, for example, figure 2.4.

The main sources of systematic uncertainties in the decay rates’ calculations
are the form factors, the value of Vts and the renormalization scale µ; however, at
large hadronic recoil, symmetry relations constrain the ratios fT/ f+ and f−/ f+, and
corrections for these expressions of the order of O

(
αs,q2/m2

B
)

have been obtained
[44], allowing to isolate the form factor uncertainties in f+. This indeed makes the
ratio RK, given by

RK =
Γµ

Γe
=

Aµ + Cµ/3
Ae + Ce/3

(2.28)

extremely clean. As Γℓ is practically independent of the lepton flavor, RK is expected
to be, to a very good precision, equal to one. The errors associated with f+ and
µb are similar in magnitude, and of the order of 10−4, and the deviation of RK

from 1 is mainly due to the lepton mass effect in the decay rates [38]. This indeed
shows that RK is an excellent probe of physics beyond the SM, since a value far
from unity would sign the presence of new interactions (operators) which couple
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Fig. 2.4 Branching fraction —written as the decay ratio times the mean lifetime of the B+

meson, τB+ , using the form factors provided in [42]. The mean value is given by the red,
continuous (black, dash-dotted) line for the electron (muon) channel, and the theoretical
errors by the dashed lines of the same color. Notice that the mean values are practically the
same for both modes, and that the discrepancies in the theoretical uncertainties decrease
towards the right side of the plot, showing that the lepton mass corrections get smaller with
increasing values of q2. Image generated using flavio [43].

with differently (which is to say, with different Wilson coefficients) to muons and
electrons5.

2.2 Strategy for this Study

This study aims to measure the total branching fraction of the B→ Kℓ+ℓ− decays
by reconstructing them from experimental data. Specifically, the decay channels of
interest in this study are four6:

• B0→ K0e+e−,

• B0→ K0µ+µ−,

5On a different note, notice that the forward backward asymmetry is zero in the Standard Model;
this is easily seen from equation 2.25. Hence, AFB constitutes another clean probe for NP scenarios; it
requires, however, a larger number of events than RK, since the differential decay rate is needed.

6For the neutral modes, only the K0
s are reconstructed; moreover, K0

s is only reconstructed through
its decay in a pair of oppositely charged pions; though this is its main decay channel (branching
fraction close to 70%), this indeed reduces the reconstruction efficiency for these channels.
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• B+→ K+e+e−,

• B+→ K+µ+µ−.

Unless otherwise stated, charge conjugation is implied throughout this study.

These decays are reconstructed from the data recorded by the Belle II detector,
and we perform an Extended Unbinned Maximum Likelihood (EUML) fit to the
beam constrained mass of the reconstructed B meson (see appendix J for more on the
EUML fit method, and chapter 4 for an explanation on what the beam constrained
mass is); from this fit we obtain the number of signal events in the sample Ni

ℓℓ (where
i indicates the B meson flavor and ℓ the lepton flavor), from which the branching
fraction is calculated as

B
(

Bi→ Kiℓ+ℓ−
)
=

Ni
ℓℓ

2εi
ℓℓNi

BB

, (2.29)

with εi
ℓℓ the reconstruction efficiency of the decay mode, and Ni

BB
the number of

BiBi pairs produced.

On the other side, in order to reduce the total error reported, the experimental
RK is taken as the weighted average of the RK in the charged (B = B+) and neutral
(B = B0) modes, where the weights are inversely proportional to the square of the
error in the measurement. For a single mode, the ratio Ri

K is

Ri
K =

εi
eeNi

µµ

εi
µµNi

ee
, (2.30)

and

RK =

(
∆R+

K ∆R0
K
)2(

∆R+
K
)2

+
(
∆R0

K
)2

(
R+

K(
∆R+

K
)2 +

R0
K(

∆R0
K
)2

)
, (2.31)

where we have written the total error for the Ri
K measurement as ∆Ri

K.

In order to keep the systematic uncertainties arising from the fitting under control,
we aim to reduce the background component as much as possible while maximizing
the pseudo-significance through every step of the reconstruction process. We define
the pseudo-significance of a data sample as

s =
NS√

NS + NB
(2.32)
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where NS is the number of signal events (this is, of Bi → Kiℓ+ℓ− decays) present
in the sample, and NB is the number of background events. In this way, we assure
that the signal component can be extracted by a relatively simple fit, reducing the
uncertainties related to it.

As a way to avoid experimenter bias, this analysis was performed in a blinded
way: the reconstruction and fitting procedures were derived from simulations and
from data which is not used in the final signal extraction, and only when this
procedure was proven to be adequate on the simulated data, was it applied to the
experimental one.





Chapter 3

Experimental Apparatus

This chapter deals with the experimental setup used for this study. The first section
describes the SuperKEKB accelerator, where the B mesons are copiously produced
in electron-positron collisions; the second one deals with the Belle II detector, a
multipurpose mass spectrometer that allows for the reconstruction of the B meson
decays with unprecedent precision; finally, the third section shortly describes the
software framework used for the analysis of the data recorded by the detector.

3.1 The Accelerator: SuperKEKB

The SuperKEKB is located at the High Energy Research Organization Center close to
Tsukuba-shi, one of the largests cities of Ibaraki prefecture, Japam. As an extended
upgrade of its predecessor, the KEKB accelerator1, the SuperKEKB is a B-factory,
a facility where a large number of B mesons are produced in electron-positron
collisions. These collisions occur at a center of mass energy equal to the invariant
mass of the Υ(4S) resonance,

√
s = 10.579 GeV. This resonance decays 96% of the

time into a pair of B mesons, and its mass is just above their production threshold;
this implies that the B mesons are produced almost at rest in the center of mass
frame. As studies on CP violation require the separation of the decay products of
the two mesons produced, the SuperKEKB is an asymmetric collider, so that, in
the laboratory frame, the two B’s would carry a momentum component along the

1Which operated for more than a decade, between 1998 and 2010, and achieved the world’s highest
instantaneous luminosity (2.11× 1034cm−2s−1), with a total integrated luminosity of 1.04 ab−1; the
collected data allowed for the corroboration of the Kobayashi-Maskawa theory for explaining the
presence of CP violation in the Standard Model (see B).
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beam axis which would allow for the separated reconstruction of both of them2. It
aims for an instantaneous luminosity record of ∼ 8× 1035cm−2s−1. The accelerator
was commissioned for Phase 1 in early 2016, during which the behavior of single
beams was studied; Phase 2 started in early 2018, during which most of the Belle II
detector was assembled (the vertex detector was still missing) and the first collisions
took place. Currently, the Phase 3, which began in March of 2019, contains the first
collision events with all the components of the Belle II detector installed.

Figure 3.1 depicts an overview of the accelerator complex. The electron bunches
are produced at the start of the linear accelerator (linac) and taken up to an energy
of 4 GeV. One in every two bunches is used to produce positrons by collisions with
a tungsten target [45]. After their generation, the positrons go through a 1 GeV
damping ring used to reduce their emmitance (their spatial and energy spread);
finally, both electrons and positrons are accelerated to their final energies (7 GeV
and 4 GeV, respectively) in the second half of the LINAC, and are then injected into
their respective storage rings.

Once in the storage rings, the electron and positron bunches will meet at the
interaction point (IP) inside the Belle II detector at frequency of 250 millions of colli-
sions per second. In order to achieve such a high luminosity, multiple modifications
took place: the beam currents were increased, and the beam vertical sizes at the
IP are squeezed down to a value of 59 nm, which in turn requires the reduction of
the effective longitudinal beam size (this is, the length of the beam portion which
is crossing with the other beam at a given instant at the IP), due to the Hourglass
effect3. One option to alleviate this was to reduce the bunch longitudinal size, but
this would have increased the energy spread of the beams4. The implemented
solution is known as the nano-beam scheme, first proposed for the Super B factory

2If the collider was symmetric, both mesons would decay at almost the same position in the
detector region. Since the B lifetime is around 1.5 to 1.7 ps, the determination of ∆t, the difference in
the decay times of both mesons —which is of primary importance in CP violation studies—, would
demand an extremely precise time resolution. On the other side, in an asymmetric collider, the
knowledge of ∆z, the difference in the decay vertex position of each meson in the laboratory frame,
allows for the determination of ∆t = ∆z/βγ. This requires an accurate measurement of the decay
vertexes, which is still challenging, but more feasible in comparison with the symmetric collider case;
this is also the main reason why the Belle II detector is equipped with an excellent vertex detector.

3The Hourglass effect is the parabolic increase of the β function, and hence the linear increase of
the beam size, for points away from the IP (assuming the IP is the point of minimum beam size). If
the effective interaction length is too large, contributions to the luminosity from such points gets
reduced, since collisions happen outside the detector acceptance.

4The energy spread measures how much the energy of single particles in the bunch deviate from
the nominal beam energy. Due to Liouville’s theorem, the phase space density must remain constant
for a system which obeys conservation of energy. If the spatial portion of the phase space is reduced,
the momentum portion must increase. Thus decreasing the beam size increases the energy spread.
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Fig. 3.1 Schematic view of the SuperKEKB collider. The interaction point, where the Belle II
detector is located, is in the Tsukuba section. Original image taken from [32].

project in Italy [46], where the horizontal beam size at the IP gets squeezed down to
7.75 µm and the effective bunch length is reduced by making the beams meet at a
relatively large crossing angle of 41.5 mrad.

Table 3.1 shows a comparison of the main parameters of the KEKB and Su-
perKEKB.

3.2 The Detector: Belle II

As the accelerator facility it belongs, the Belle II detector is also an upgrade of its
predecessor, the successful Belle detector. Both are large solid-angle magnetic spec-
trometers, installed at the accelerators IP, where they are supposed to measure the
properties of the final state particles produced by the electron-positron collisions5;

5with the exception of neutrinos, which escape the detector volume without leaving any trace;
these are usually reconstructed by calculating the difference between the initial energy of the beams
and the total energy of the detected particles. This is one of the advantages of B factories in comparison
with high energy accelerators like the LHC, where the multiplicityof the physics events makes it
impossible to account for the whole detectable final state particles.
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Table 3.1. KEKB vs. SuperKEKB parameters [32]

Parameter
KEKB SuperKEKB

LER HER LER HER

Beam Energy [GeV] 3.5 8.0 4.0 7.007

Beam pipe radius at IP [mm] 20.5 10

Circumference [m] 3016.262 3016.262

Half crossing angle [mrad] 0 41.5

Beta function at IP (β∗x/β∗y) [mm] 1200/5.9 1200/5.9 32/0.7 25/0.30

Horizontal beam size [µm] 147 170 10.1 10.7

Vertical beam size [nm] 940 940 48 62

Energy spread [×10−4] 7.3 6.7 7.92 6.37

Beam current [A] 1.64 1.19 4.60 2.60

Number of bunches 1584 2500

Bunch length [mm] 7 7 6.0 5.0

Instant luminosity [cm−2s−1] 2.108× 1034 8× 1035

Integrated luminosity [ab−1] 1.041 50

they both consist of multiple layers of subdetectors, each with different tasks, sur-
rounding the interaction region. A schematic of the Belle II detector is shown in
figure 3.2. It can be roughly divided in the next components:

• A tracking system, composed of a vertex detector (VXD) and a central drift
chamber (CDC). The first is divided in the innermost pixel detector (PXD), and
the four layered strip vertex detector (SVD).

• A Time of Propagation (TOP) counter in the barrel region, and a proximity-
focusing aerogel ring imaging Čerenkov (ARICH) detector in the forward
endcap region, constitute the particle identification (PID) system.

• An electromagnetic calorimeter (ECL) used for measuring the energy of elec-
trons and photons.

• A muon and KL detection system (KLM). It consists of layers of RPCs (resistive
plate chambers) in the barrel region and scintillator strips in the endcaps. It
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also works as a return yoke for the magnetic field used to bend the trajectories
of charged particles (for momentum measurement and PID purposes).

Fig. 3.2 Top view of the Belle II detector. The asymmetry in its design is evident from the
picture; most of the detector active region is placed towards the forward end of the geometry
(which corresponds to the direction of motion of the high energy electron beam), since the
decay products are boosted in its direction. The focusing devices are also visible surrounding
the beam pipes outside the detector, as well as the superconducting solenoid, in charge of
producing the magnetic field used to bend the path of charged particles. Original image
taken from [47].

3.2.1 VXD

The change in the beam energies reported in table 3.1 leads to a smaller Lorentz boost
factor, which in turns translates into a shorter decay length in the laboratory frame
for the B mesons. Since the correct location of the decaying vertices is of utmost
importance for CP violation studies, the vertex detector resolution was consequently
improved. It now consists of two devices, the Silicon Pixel Detector (PXD) and the
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Silicon Vertex Detector (SVD), which in total comprise six layers around the beam
pipe. The two innermost layers, at radii of 14 mm and 22 mm, make up the PXD;
the remaining four, which are double-sided silicon strip ladders, at radii of 39 mm,
80 mm, 104 mm and 135 mm, constitute the SVD. In comparison, the innermost
layer of the Belle SVD (it did not have a PXD detector) was positioned at 30 mm
from the interaction point, and its outermost at 60.5 mm. A schematic of the VXD
components is shown in figure 3.3.

Fig. 3.3 Cross-sectional view of the VXD detector. The PXD layers are in blue, whereas
the SVD ones are in red. The locations of some of the diamond sensors, used for beam
background monitoring, are depicted too. Notice also that layers 4, 5 and 6 are slightly
slanted towards the forward region, which increases the spatial precision in the boost
direction. Original image taken from [48].

The PXD layers are matrices of DEPFET pixels, field effect transistors (FET)
implanted on fully depleted n-type silicon; interactions between the substrate and
incoming particles would excite the electrons on the first, which are —by adding a
deep n-dopping implantation— then collected just under the FET gate, and used to
modulate the current on the transistor. In order not to disturb the tracking detectors
outside the VXD, multiple Coulomb scattering is avoided by keeping the material
budget at very low levels: the thickness of each pixel is 75 µm, which complies with
the original design requirement of a maximum thickness of 0.2%X0

6 [47]. The first
layer consists of 8 planar sensors, with a width of 15 mm and a sensitive length of
90 mm; the second one contains 12 modules with a width of 15mm and a sensitive
length of 123 mm [49]. A total of 7.7 million channels are employed. Given the large

6X0 corresponds to the radiation length of the material: it is the mean distance over which a
high-energy electron loses all but 1/e of its energy through Bremsstrahlung radiation, and 7/9 of the
mean free path for pair production for a high-energy photon [15].
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number of channels, it is not possible to read all of them within the trigger latency;
instead, only pixels within a region of interest (ROI), determined by extrapolation of
the SVD and CDC track to the PXD volume, are readout, and used in the final event
reconstruction.

The SVD, on the other side, consists of four layers of double-sided silicon strip
detectors (DSSD) ladders in a windmill-like arrangement. The average material
budget of each layer is about 0.7% of the radiation length, cooling pipes included
[48]. The p-strips in the sensor run along the longitudinal (beam-axis) direction,
and the n-strips in the transverse one. Similar to the PXD operation scheme, each
ladder consists of n-type silicon which, by interactions with the impinging particles,
produce electron-hole pairs. The electrons are collected in the p-strips, whereas the
holes move towards the n-strips. The signal on both strips is used to locate the hit
in the subdetector volume. In order to minimize the capacitive noise, the readout
electronics are situated as close to the sensors as possible: for the DSSD on both ends
of the ladders, the readout chips are located on the far end of the detector geometry,
outside its acceptance. The chips for sensors in the middle of the arrangement are,
on the other hand, placed upon them; since these chips are within the detector
acceptance, they are thinned down to 100 µm in order to reduce the material budget.
The total number of channels is 224× 103.

The use of read DSSD instead of pixels is justified due to the financial cost and
the readout complexity the later would carry. However, use of DSSD can lead to
increments in the detector occupancy and to a detriment in its signal-to-noise ratio
due to the emergence of ghost hits, which correspond to wrong combinations of
n-strip and p-strip signals when more than one hit are registered in the same readout
window7.

3.2.2 CDC

The 1.5 T magnetic field produced by the superconducting solenoid, which flows
along the beam axis towards the forward endcap, defines the z axis of the detector
geometry. The curvature of the tracks left by charged particles in the tracking
system in the xy plane gives information on their transverse momentum. Using
the measured angle between the track and the z axis, the full momentum can be
calculated. This requires a precise measurement of the particle path, which is done
with the aid of the central drift chamber.

7For n hits, at most n p-strips and n n-strips are activated. Hence, there are n2 possible combina-
tions for the hits coordinates, n (n− 1) of which are not real —this is, ghost— hits.
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The CDC is a multi-wire proportional chamber, with a mixture of Helium and
Ethane in equal amounts as active component. An electric field between the field
wires and the sense wires drives the electrons (produced from the ionization of the
active component by the incoming particle) towards the later ones8. By measuring
the drift time of these electrons it is possible to determine the distance from the
wire at which the particle passed. This provides the azimuthal angle of the particle
position at the moment of ionization. Since the wires are located at constant values
of r, this coordinate is also known. To obtain the z coordinate of the particle position,
stereo wires are introduced: these correspond to wires with both end points rotated
by an stereo angle α with respect to the z axis. The azimuthal wire position becomes
a linear function and its radial coordinate a quadratic function of z. A comparison
between the CDC of the Belle and Belle II detectors is shown in figure 3.4. Owing
to the new, smaller PID detector in the barrel region, and in order to cope with the
higher luminosity, the Belle II CDC covers a larger radius, and the number of wires
is roughly twice as much as for the Belle case.

Most of the layers, except for the ones in the first super-layer, consist of normal
cells, also shown in figure 3.4; the 8 wire layers’ group closest to the IP consists of
what are known as small cells: the tightly spaced wires help to mitigate the increase
in the occupancy levels due to the higher background rates. It covers the polar angle
region between 17◦ and 150◦.

3.2.3 PID Detectors

The two main sub-detectors used for particle identification, the TOP and ARICH, are
based on the fact that particles moving faster than light in a highly refractive medium
emit photons in a direction determined by the particle velocity; this is known as
Čerenkov radiation. This radiation consists of a cone around the momentum vector
of the particle, with an angle θ given by the expression

cosθ =
1

βn
(3.1)

where β = |v| and n is the refractive index of the medium.
The TOP detector, which takes care of particle identification on the barrel region

(covers the polar angle region between 32◦ and 120◦), consists of 16 radiators, each

8The ions produced together with the electron have much smaller drift velocities, and they
recombine before they reach any measuring device.
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Fig. 3.4 Front view of the CDC for the Belle and Belle II detectors. Layers of wires are collected
in groups of six and denoted as super-layers (the first super-layer, however, consists of 8
wire layers). Axial and stereo super-layers intercalate across the radial axis. Subsequent
stereo super-layers have stereo angles of opposite sign. Original image taken from [50].

of one made of two quartz bars (acting as the highly refractive medium), a mirror
(at the forward end of the bar, to drive the photons back to the readout system)
and a small expansion prism (see figure 3.5). The photons produced in the quartz
go through total internal reflections all the way to the back end of the bars, where
they get registered by an array of micro-channel plate photomultipliers (MCPPMTs).
The position of the photons in the detection array and their arrival time is used to
discriminate between different particle hypotheses (see the next chapter for more on
particle ID).

Particle identification is performed by measuring the time of flight of the incident
radiation —by using the Čerenkov angle expression from equation 3.1— and by
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Fig. 3.5 Conceptual design for one of the TOP detector modules. Original image taken from
[51].

using the momentum p and flight length L information from the CDC, through the
relation

T =
L
β
= nLcosθ = L

√
1 +

(
m
p

)2

. (3.2)

On the forward cap (polar angle between 17◦ and 35◦) the ARICH detector is
located. It is a proximity ring imaging Cěrenkov detector; it consists of two-layered
tiles of hydrophobic silica aerogel with different refractive indices (1.045 for the first
layer and 1.055 for the second) which are used as radiators, and the photons emitted
are collected in the hybrid avalanche photo-detectors (HAPD), located 20 cm appart
from the tiles (see figure 3.6).

The Cěrenkov angle resolution per track improves with the number of photons
detected. In order to increase the emission of Cěrenkov photons (an thus the number
of photons detected), without increasing the thickness of the aerogel (which would
degrade the single photon Cěrenkov angle resolution due to the increased uncer-
tainty in the photon emission point), two aerogel radiators with different refractive
indices are used. The one with the lower refractive index is located upstream, since
it would deliver photons with a smaller angle. If the index of the second radiator
is well adjusted, the corresponding two rings overlap completely, increasing the
number of photons without coarsing the thickness of the final ring.

The Belle II ARICH detector consists of 248 wedge-shaped 17×17 cm2 tiles,
consisting of two aerogel layers, each one of which is 2 cm thick. The photon
detection is performed by 420 HAPDs, with 144 channels each.
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Fig. 3.6 Basic principle of the ARICH detector. The 2cm thick aerogel emits Cěrenkov
radiation at an angle given by equation 3.1. The photons travel across the 20 cm gap between
the gel and the HAPD, where they describe a ring whose radius depends on the original
emission angle and the gap distance. Particles of different flavor with the same momentum
will produce rings of different sizes. Original image taken from [52].

3.2.4 ECL

The Belle II electromagnetic calorimeter is the same as the one used for the Belle
experiment, with an improved readout system, in order to cope with the higher event
rate. It is composed of Thallium activated Cesium Iodide —CsI(Tl)– scintillation
crystals, with a truncated pyramidal shape; their average cross section is 60 mm ×
60 mm, and have a thickness of 300 mm (in the barrel region), which corresponds
to 16.2X0. The total length of the detector in the barrel region is 3 m, with an inner
radius of 1.25 m; its polar angle coverage ranges from θ = 32.2◦ to θ = 128.7◦. The
annular endcaps (in green in figure 3.2) are located at z = 2 m (forward endcap,
with angular coverage between 12.4◦ and 31.4◦) and z = −1 m (backward endcap,
angular coverage between 130.7◦ and 155.1◦) from the IP. Notice there are two gaps
between the barrel and the endcaps, of approximately 1◦, which are not covered. In
total, the ECL covers about 90% of the solid angle in the center of mass system.

Two photodiodes, each one with a sensitive area of 10× 20 mm2, are attached
at the back of the crystals. The signal yield from these photodiodes is then fed to a
charge-sensitive amplifier, which is mounted on the crystal as well.
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Due to the increased background rates, the relatively long scintillation decay time
of the CsI(Tl) (around 1 µs) increases the overlapping of pulses from neighboring
events. In order to cope with this, new readout electronics were implemented,
which reduced the shaping time from 1 to 0.5 µs, and use a pipe-line readout with
waveform analysis [53].

3.2.5 KLM

The outermost subdetector is the K-long and muon calorimeter. It consists of layers
of active detector elements interleaved with 4.7 cm iron plates, used as return yokes
for the 1.5 T magnetic field produced by the solenoid. It covers the region between
θ = 20◦ and θ = 155◦. In the barrel region, the active layers are the same used for the
Belle experiment, consisting of two glass-electrode resistive plate chambers (RPCs)
stacked on top of each other, with a thickness of around 32 mm (see figure 3.7a).
The area of each module ranges from 2.2 × 1.5 m2 to 2.2 × 2.7 m2, except near the
solenoid’s helium chimney, where they are shorter by 0.63 m. An incoming particle
ionizes the gas molecules along its path, and the electron (ion pairs) are accelerated
by the electric field towards the anode (cathode) of the RPC. Due to the electric
field strength, the primary electrons further ionize the gas molecules, leading to a
streamer between the electrodes. This streamer is imaged on a plane of external
pickup strips, each with a width of about 5cm. These pickup strips are arranged in
two orthogonal planes located on each side of the RPCs stack, and give information
on the (ϕ,z) coordinates of the particle [54].

Notice that the RPC carries an intrinsic dead time associated with the recovery of
its electric field near a discharge; hence, the particle detection efficiency for the KLM
depends on the background rate (the higher the background, the higher the number
of inoperative modules, thus reducing the sensitivity of the detector). Due to the
expected increase in the neutron rate for the Belle II detector, the efficiency in the
endcaps is expected to drop to zero [54]. Hence, the two innermost active layers of
the barrel region, as well as the totality of the active layers in the endcaps (14 layers
each), consist of scintillators strips with wavelength shifting (WLS) fibers (see figure
3.7b). The produced photons are then readout by silicon photomultipliers, which
are used instead of common PMT due to the spatial limitations and the presence of
a strong magnetic field [55].
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(a) (b)

Fig. 3.7 (a) Active detector for the outermost layers of the KLM in the barrel region. The gas
is a mixture of 62% HFC-134a, 30% argon, and 8% butane-silver (the later being a mixture of
70% n-butane and 30% isobutane). The glass is made of silicon dioxide (73%), sodium oxide
(13%), calcium oxide (9%) and uncategorized compounds (4%), and has a thickness of 2.4
mm. (b) Light detection in the scintillator strip for the endcaps and innermost layers of the
barrel components of the KLM. Original figures taken from [54].

3.2.6 Triggering and DAQ

Most of the events resulting from the e+e− collisions at the SuperKEKB will not
correspond to the production of the Υ(4S) resonance. Indeed, table 3.2 shows the
cross section at a center of mass energy of 10.58 GeV for several physics processes,
as well as their occurrence rate, for the goal luminosity of 8× 1035 cm−2s−1.

As such, a trigger logic is required, able to select hadronic events with high
efficiencies, with an average rate of no more than 30 kHz, good timing precision
(maximum 10 ns) and event separation (minimum 200 ns) and with a fixed latency
of about 5 µs [45]. Moreover, it should trigger on neutral exotic physics signatures
such as e+e−→ γ or e+e−→ 3γ, in the presence of large QED backgrounds. This
is achieved by an improvement over the Belle triggering scheme, which consists of
two trigger logics: the L1 trigger and the High Level Trigger.

The L1 trigger is a hardware based trigger, which consists of sub-trigger systems
associated to each of the subdetectors (excluding the VXD), whose outputs get
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Table 3.2. Total cross section and production rates of various physics processes at the Su-
perKEKB for a luminosity of 8× 1035 cm−2s−1 [56]

Physics process Cross section [nb] Rate [Hz]

Υ(4S)→ BB 1.05 840

e+e−→ qq 3.69 2952

e+e−→ µ+µ− 1.148 918

e+e−→ τ+τ− 0.919 735

Bhabha 74.4 (after cuts) 59.52× 103

e+e−→ γγ 3.3 (after cuts) 2640

combined in the Global Decision Logic, from which the final trigger decision is made
(see figure 3.8). Besides the new information provided by each system, for Belle II all
components and connections were replaced with new technologies: each sub-trigger
performs its trigger logic by means of field programmable gate arrays (FPGAs), and
all data flows through high speed serial links, which enables to deliver high amounts
of data to one FPGA. The L1 trigger latency is about 5 µs.

Once the L1 trigger signal is obtained (which also contains the type of event
that activated the trigger), the data from each subdetector —except for the PXD—
is transferred from their front-end electronics to the COPPER (Common Pipeline
Platform for Electronics Readout) CPU boards, using the Belle2Link connection [57].
Data transfer from the SVD is the most critical one, since it takes 26.4 (13.2) µs to
send the data consisting of 6 (3) signal samples downstream, which is more than
five times the required latency. In order to alleviate this, each front-end electronics
board is equipped with a buffer, which stores both the detector data and the trigger
decision for the event. The PXD requires 20 µs to read out the entire event in one
frame, where a frame contains all the hits in the past 20 µs, and it is expected that
these hits correspond to two or more triggers with a high probability. As long as
the occupancy of the PXD is kept below certain threshold, the readout from this
subdetector does not introduce any dead time.

The data in the COPPER system is then transferred to event builder switches,
where a first reconstruction of the event is performed, and from it to the High Level
Trigger (HLT) logic through an ethernet connection. The HLT consists of more
than 5000 CPUs, dedicated to software triggering using the information from the
partially reconstructed events. The data flow in reduced to 2/3 of its size, owing to
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Fig. 3.8 Schematic of the L1 trigger system for the Belle II detector. Each subdetector system
sends its own output to the Global Decision Logic (GDL). Here, the final trigger decision is
made. Lines in red are information that was not used during the Belle experiment, and that
was added to the system of the new detector. BPID corresponds to the PID subdetector in
the barrel region (TOP), and EPID is that in the endcap (ARICH). Original image taken from
[45].

a reduction of 1/3 in the number of events, and the duplication of the information
available for each event, since it now includes the reconstruction results as well.
The HLT also makes use of the tracking information from the CDC and the SVD
to derive the Region Of Interest in the PXD, and provides it to the Online Selector
Node (ONSEN). The ROI allows to reduce the data rate from the PXD to 1/10 of its
initial value; together with the HLT event selection, the total reduction is of 1/30.
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The ONSEN and HLT data are finally sent to an storage unit which is physically
next to the HLT unit, copied later to the KEK computing center (KEKCC) and then
distributed to the grid9. The whole process is depicted in the box diagram of figure
3.9.

Fig. 3.9 DAQ system for the Belle II experiment. Original image taken from [58].

3.3 The Analysis Framework: basf2

After being stored at the KEKCC, the data is sent for offline reconstruction, using
more detailed algorithms. This reconstruction takes into account the detector and
accelerator conditions during the data acquisition, which are determined by using
recorded physics processes with a distinctive signature and a well-known topology,
that allow for the calculation of the multiple calibration and alignment variables.

9The grid corresponds to a computer network infrastructure employing the resources of the 25
Belle II member nations. Originally developed in the LHC collaboration, it is designed to handle
large amounts of data by distributing it between the multiple computing centers available.
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These calculations are done regularly, and their results are stored into a database,
which is later accessed whenever a physics analysis is performed.

Once the offline reconstruction is completed, its output, in the form of an mDST
(mili data summary table, a Belle II file format based on ROOT) file, is made available
for the collaboration members. These files are organized into a group of runs with
different duration, each containing a sequence of independent events. An event
corresponds to the measurements of the by-products of the initial e+e− collisions,
or of cosmic rays. A group of runs with similar detector conditions is known as an
experiment. Experiments, runs and events are all labeled by integers [59].

The study of this data is carried out using the Belle II analysis software framework
(basf2); this same framework is used for the data acquisition, reconstruction and
Monte Carlo simulations. It consists of a series of C++ modules loaded dynamically
which are executed sequentially over the mDST files. The configuration of such
modules is done with steering files written in Python, and its parallel processing
(over the events) feature exploits the potential of multi-core CPUs [47]. Multiple
external libraries are able in the framework; examples are EvtGen [60] and Geant4
[61] for the Monte Carlo data generation, and ROOT [62] for the data handling.

A large number of simulated events is produced in what are known as Monte
Carlo campaigns, in order to reduce the discrepancies that arise between analyses
using different tools for generating their own data, and to allow for the reproducibil-
ity of the analysis results by any member of the collaboration. Whenever a detector
configuration changes, the data production system evolves, the analysis framework
improves, or the understanding of the background conditions gets better, new cam-
paigns are conducted in order to have simulated data as close as possible to the
real one. So far there have been 13 Monte Carlo campaigns, from which the latest
3 correspond to the configuration of Phase III. In the following chapters, analysis
performed on simulated data will explicitly specify the campaign to which the data
belongs to.





Chapter 4

Event Reconstruction and Background
Analysis

Once Belle II has stored the relevant information for a physics event, is up to the
analyst to interpret it in a reliable and systematic way in order to determine the
nature of the process involved. This is known as the event reconstruction step. To
make sure that the reconstructed events correspond to those of interest in this
study, a group of selection criteria is applied to the data of each event recorded by
the detector, and only events passing these cuts are considered signal candidates.
However, it is possible for background events to make it through these cuts, and for
signal events to fail them. To assess these sources of error, we perform Monte Carlo
studies in which the retention rate of signal events or efficiency, and the rejection
power on background events or purity of the reconstruction are measured. The
efficiency and purity are later used as scale factors when extracting the number
of signal and background events from the true data, and the events that make it
through the selection criteria in the Monte Carlo study are used to model the signal
and background shapes.

This chapter describes the reconstruction process and the selection cuts employed.
It is divided in three parts: in the first one, the simulated datasets used for the study
are presented; the second part deals with the event selection for the decays of
interest, which comprises four steps: skimming, selection of final state particles
(FSP), reconstruction of intermediate composite particles, and reconstruction of B
mesons; here we also present the new Bremsstrahlung recovery method employed
in this study. The final part then describes the main background sources for the
study and the strategies applied to reduce these background yields.
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4.1 MC Datasets

The Monte Carlo data for this analysis was generated during the latest (to date) MC
Campaign, MC13, using the release-04-00-03 version of the basf2 software. It
consists of four distinct types of simulated events, using the whole configuration of
the Belle II detector:

1. B→ Kℓ+ℓ− signal events: generated using the the decay kinematic model
described by Ali et al., implemented in the EvtGen package; the branching
fractions for their yield estimation in table 4.1 were obtained from the most
recent PDG tables.

2. Generic continuum e+e− → qq (q = u, d, s, c) events: the largest source of
background for the analysis at hand, their yield (table 4.1) is obtained from the
cross sections used in the Belle II Physics Generators (see chapter 3). We use
the simulated data to train multi-variate classifiers that separate these from
signal events.

3. Generic BB events: semileptonic events (events with one or more neutrinos
in their final states), higher charmonium resonances and hadronic decays
with misidentified particles can mimic signal candidates. We use the data
provided to train multi-variate classifiers in order to suppress as much of this
background source as possible while still keeping a large fraction of the true
reconstructed events. Notice that this data contains signal events too. Their yield
(table 4.1) is also calculated from the branching fractions mentioned in the
previous chapter.

4. B→ KJ/ψ [→ ℓ+ℓ−] and B→ Kψ (2S) [→ ℓ+ℓ−] events (1 million each); all K0

mesons in these events are K0
S which decay through a pair of charged pions.

4.2 Event Selection

In the Belle II experiment, final state particles (particles with lifetimes long enough
to decay outside the detector region) are associated to tracks and clusters found
during the pre-processing of the detector data; in the current study, electrons, muons,
charged kaons and charged pions are reconstructed from tracks. Clusters in the ECL
without any track related to them are assigned to photons, which are used in this
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Table 4.1. MC datasets

Type of event MC (×106) data data/MC

Signal

B0→ K0µ+µ− 5 1.53 3.06× 10−7

B+→ K+µ+µ− 5 4.22 8.44× 10−7

B0→ K0e+e− 10 0.72 7.23× 10−8

B+→ K+e+e− 10 5.26 5.26× 10−7

B+B− 1080 4.79× 106 4.43× 10−3

B0B0 1020 4.52× 106 4.43× 10−3

qq 7380 32.70× 106 4.43× 10−3

study to account for the energy loss of electrons due to Bremsstrahlung radiation
while traversing the detector material.

4.2.1 Charged Particle Identification

The Belle II experiment uses the concept of likelihoods to determine the type of
particle corresponding to a given track. Although in the previous chapter the TOP
and the ARICH subdetectors were presented as the particle identification system,
in reality all subdetectors provide complementary information on this aspect. For
each one, a likelihood profile on a measurable quantity is constructed for each
particle hypothesis; these are then used to define the global likelihood for a particle
hypothesis α as

Lα(x) = ∏
i
Li,α(x, p) = ∏

i
Pi(x|α, p) (4.1)

where x represents the measurements associated to the given track, and Pi(x|α, p)
can be interpreted as the probability of detector i registering the values x, given
the fact that the track corresponds to a particle α and carries momentum p1. The
actual algorithm uses the logarithm of the likelihoods in order to avoid numerical
inaccuracies.

The SVD and CDC detectors use the truncated mean of the energy loss dE/dx of
each particle in their respective volumes as the measurable quantity. This is specially
useful for low momentum tracks.

1The precision in the momentum measurement done by the CDC is sufficient for using it as a
parameter for the probability distributions.
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The TOP and ARICH detectors, as mentioned in chapter 3, use Cěrenkov radia-
tion emitted by particles in a highly-refractive medium to measure their speed (or
time of propagation) and, together with the momentum information from the CDC,
their mass, hence determining the type of particle. The likelihood for the TOP detec-
tor takes as measured quantity the number of photons arriving at time intervals ∆t
in each channel of the photon detector array, over the whole time-of-arrival interval
t. ARICH likelihood calculations use a similar approach, using the probability of
each pixel of the detector to register a hit given the track momentum and direction
and certain particle hypothesis. Likelihoods for charged hadrons —protons, pions,
kaons and deuterons— use the information of these two detectors, together with the
SVD and CDC probabilities.

The ECL uses the clusters related to a track to measure the shower energy de-
posited by the particle; it then calculates the ratio of this energy over the particle
momentum measured by the CDC (EECL/p) and uses it to obtain the related probabil-
ities PECL(EECL/p|α, p). The discrimination power of the electron likelihood comes
primary from the ECL measurements, and is complemented by the probabilities
obtained from the SVD, CDC, TOP and ARICH detectors. Notice, however, that the
separation power of the ECL likelihood is drastically reduced for low momentum
electrons, since the radius of curvature of the particle path is very small, and hence
the track never reaches the ECL.

Finally, the KLM uses the difference in longitudinal penetration depth and trans-
verse scattering of the extrapolated track from the CDC. The information from this
detector, is mainly used for KL and muon identification, together with information
from the SVD, CDC, TOP and ARICH.

Once the likelihoods from all subdetectors are combined, the global particle ID is
obtained as the ratio

PIDα (x) =
Lα (x)

∑βLβ (x)
. (4.2)

This is the quantity used at the analysis level to determine the particle nature of the
reconstructed track; the interested reader is referred to [35] for further details.

4.2.2 Skimming

Since the amount of data the Belle II Experiment will record is extremely large, and
most of the processes taking place do not produce a BB pair (see table 3.2), loose
preselection cuts are applied to the whole data set, which are intended to preserve
most of the interesting events for a certain physics analysis, while removing a large
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portion of the undesired background. This reduces the number of data that analysts
in the collaboration need to handle. This process is known as skimming. Usually,
skims are designed by the physics working groups of the collaboration, and handed
to the data production group to be applied on both the real and simulated datasets.
Each working group focuses on physics processes of similar nature, and hence that
require the same type of skim.

The skim used for this analysis was designed to select B→ Xℓ+ℓ− decays, where
X is any hadron. The cuts applied are summed up in table 4.2.

Table 4.2. B→ Xℓ+ℓ− skim

Applied to Cut

Event

Normalized Fox-Wolfram moment R2 < 0.5

Number of tracks ≥ 3

E∗ℓ+ + E∗ℓ− > 1.5 GeV

All lepton candidates
|dz| < 5 cm and dr < 2 cm

p > 0.395 GeV

Electrons candidates electronID > 0.1

Muon candidates
muonID > 0.5

electronID < 0.1

Values with an asterisk are calculated in the Center of Mass frame of the experi-
ment. The variable dz (dr) is the distance between the IP and the PCA on the z axis
(r− ϕ plane). For a brief explanation of the R2 variable, see the section on continuum
suppression on this chapter.

4.2.3 Selection of Final State Charged Particles

In order to further reduce the presence of undesired background, mostly coming
from the large number of pions generated and misidentified as leptons (or kaons),
tighter cuts in the PID values for electrons, muons and charged Kaons were applied.
For muons, we also require a momentum above 0.9 GeV in order to assure that
the particle track reaches the KLM, which is the main subdetector used for muon
identification. Pion tracks, used in the reconstruction of K0

s , do not get any cut. Table
4.3 shows the cut values.
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Table 4.3. Cuts for final state particles

Particle Cut

Electron electronID > 0.9

Muon muonID > 0.9 and p > 0.9 GeV

Charged kaons kaonID > 0.6 and |dz| < 5 cm and dr < 2 cm

Bremsstrahlung Recovery for Electrons

Electrons may lose an important portion of their energy through Bremsstrahlung
radiation2 while moving inside the detector volume. The energy lost is carried by a
photon emitted in a direction tangential to the electron trajectory, which is eventually
absorbed in the ECL (if its energy is high enough —larger than 10 MeV).

At the Belle experiment, Bremsstrahlung recovery was done during the offline
reconstruction step. The strategy, depicted in figure 4.1, consisted of adding the
energy of all ECL clusters which were not related to a track, and which were located
within a cone around the electron momentum, to the electron energy. The electron
momentum was then updated to

pe = ptrack
e + ∑

γ

pγ (4.3)

where pγ is the momentum of the photon associated with the ECL cluster, and the
sum runs over all ECL clusters whose energy was added to the electron’s one. For
electrons with small energies and for photons radiated far from the electron track
origin, this approach is expected to yield a low finding efficiency, since the photon
emission direction can greatly differ from the electron initial direction.

At Belle II, this issue is tackled by a novel procedure introduced by Ecker, Hauth
and Bernlocher [63] (we briefly describe their work here; for a complete picture
of it, the reader is refered to the bibliography). Through MC simulations of Υ(4S)
decays, the places in the Belle II detector where an electron is more likely to emit

2Bremsstrahlung radiation corresponds to the electromagnetic radiation that takes place when the
momentum of a charged particle changes. The radiated power is given by the expression

P =
q2γ4

6π

(
β̇2 −

(
β× β̇

)2
)

where q is the charge of the particle, β is its velocity, and γ = E/m (E and m are the energy and
mass of the particle). This implies that the energy lost due to Bremsstrahlung is much larger in light
particles (like electrons).
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Fig. 4.1 Belle-like Bremsstrahlung recovery method. Left: the electron depicted emits three
Bremsstrahlung photons, associated with the clusters 1, 2 and 3. Cluster 1 energy is added to
the electron one, since it is in the particle path. Right: ECL clusters located inside a cone of 5
mrad around the initial direction of the electron momentum get added to the electron energy.
In this case, the energy carried out by cluster 3 gets recovered. However, cluster 2 is not.

Bremsstrahlung radiation were detected; they are located within the innermost 20
cm of the detector volume, and correspond to the VXD layers, the beam pipe, and at
the inner edge of the CDC (see figure 4.2). From the emitted photons, around 65%
have energies above 10 MeV, and from these, 75% are detected by the ECL. The new
method iterates over each of the track hits in the VXD region and the virtual hits at the
beam pipe and the inner CDC wall, performing an extrapolation onto the ECL, and
searches for secondary ECL clusters (ECL clusters with no track associated to them)
that match these extrapolations. This matching is done by assigning acceptance
ranges to both the extrapolated hit and the cluster, and checking if both ranges
overlap. The acceptance ranges depend on the position uncertainty of the cluster
and the hit, and on an acceptance factor define by the user; in their work, Ecker,
Hauth and Bernlocher determined through an MC study that a value of 3.0 for the
acceptance factor represents an optimal balance between photon detection efficiency
and fake rates. Once the matching is performed, the ECL cluster is labeled as a
potential Bremsstrahlung photon associated with the track, and a relation weight is
assigned to them, which measures the quality of the match (the larger the weight,
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Fig. 4.2 Distribution of the distance between the Bremsstrahlung photon vertices and the
interaction point in 104 MC simulations of Υ(4S) decays without beam backround. The
vertical lines, from left to right, correspond to: beam pipe wall (leftmost yellow line), VXD
layers (2 PXD layers and 4 SVD layers, red lines), inner and outer face of the inner CDC wall
(rightmost yellow lines). Taken from [63].

the worse the match). The algorithm is outlined in appendix C, and is performed
during the online reconstruction.

Figure 4.4 shows a comparison of the Bremsstrahlung recovery efficiency for
the Belle method and the Belle II method, as evaluated in [63]; here, the efficiency
is defined as the number of correctly matched Bremsstrahlung photons over the
total number of Bremsstrahlung photons detected by the ECL. As expected, in the
new method the efficiency is mostly independent of the electron energy and of the
distance between the photon emission vertex and the IP.

In order to apply this method, we start by reconstructing photons with the
selection cuts given in table 4.4. E1/E9 corresponds to the ratio of the highest energy
deposited in a single ECL crystal, divided by the energy deposited in an array of 3× 3
crystals with the one with the highest energy deposition in the center. Next, we check

Table 4.4. Bremsstrahlung photons selection cuts

Variable Cut

ECL cluster polar angle in the range (17◦,150◦)

ECL cluster error timing less than 1 ms

Energy higher than 75 MeV or E1/E9 > 0.4
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Fig. 4.3 Belle II-like Bremsstrahlung recovery method. Left: the electron depicted emits three
Bremsstrahlung photons, associated with the clusters 1, 2 and 3. Cluster 1 energy is added
to the electron one, since it is in the particle path. Right: ECL clusters located within the
acceptance region of the projected hits (real and virtual) are related to the electron track,
with a weight proportional to the distance between the projected hit and the cluster. The
user can later determine the maximum weight allowed for a photon to be considered a
Bremsstrahlung photon of a given electron. If more than two tracks get the same cluster
associated, the cluster is assigned to the track with the smallest weight.

if any of the reconstructed photon has been associated as a Bremsstrahlung photon
of any of the electron (or positron) tracks we have previously selected. If it has, we
add its momentum to the momentum of the electron. Since one cluster (photon)
can be related to multiple tracks (electrons), the photon momentum is added only
to the electron with the lowest relation weight. Electrons are allowed to have as
many Bremsstrahlung photons as possible. Figure 4.5 shows the invariant mass
distribution of the electron-positron pair for B→ Kψ (nS) [→ e+e−] reconstructed
events from the dedicated MC samples, before and after applying the novel recovery
method.

As a way of measuring the improvement achieved with the algorithm, we calcu-
late the ranges of q which contain a certain percentage of the reconstructed events
before and after the Bremsstrahlung recovery is performed. The results are shown
in table 4.5. We see that after the algorithm is applied, the width of these ranges is
reduced by 82% for the J/ψ decays, and by 85% for the ψ(2S) decays. Reducing
the width of these ranges is of uttermost importance for the analysis, since these
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Fig. 4.4 Belle (left) and Belle II (right) Bremsstrahlung recovery efficiencies, evaluated in
104 MC simulations of Υ(4S) decays without any beam background. The upper two plots
depict the efficiency in function of the electron energy, whereas the bottom two present the
efficiency in function of the distance between the photon emission vertex and the IP. All the
images are taken from [63].

resonant decays constitute one of the largest source of background for the analysis,
and they must be removed by applying a veto in q around the nominal mass of
the resonances. A better mass resolution implies a narrower veto window, which
benefits the signal efficiency.

4.2.4 K0
S Reconstruction

The K0
S meson has a mean lifetime of 8.954× 10−11 [15] seconds; as a first approxi-

mation, assuming it moves at the speed of light, it will travel a few milimeters before
decaying inside the Belle II detector volume. Its main decays modes are into a pair of
charged pions (69.2% of the time), and into a pair of neutral pions (30.69%). Neutral
pions decay even faster than the K0

s to a pair of photons. The reconstruction of the
decay K0

S→ π0(γγ)π0(γγ) requires then the detection of 4 low energetic photons,
which can be very difficult considering the background levels due to the increased
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Fig. 4.5 Dilepton invariant mass [GeV] distribution for the B→ Kψ(nS) [→ e+e−] decays.
The tail towards lower values gets reduced and the number of events peaking at the nominal
masses increases after the new Bremsstrahlung recovery method is applied.

Table 4.5. q ranges containing a percentage of the correctly reconstructed charmonium events
from MC

resonance
q range [GeV]

68% 95% 99.7%

J/ψ→ e+e−
w/o brems. corr. (2.88,3.10) (2.37,3.11) (2.06,3.14)

with brems. corr. (3.07,3.10) (3.02,3.12) (2.95,3.16)

width ratio 0.16 0.14 0.19

ψ(2S)→ e+e−
w/o brems. corr. (3.43,3.69) (2.82,3.70) (2.47,3.74)

with brems. corr. (3.66,3.69) (3.60,3.71) (3.54,3.75)

width ratio 0.15 0.13 0.16

luminosity in the machine. This is the reason why only the decay mode K0
S→ π+π−

is used throughout this analysis.

The K0
S candidates are obtained from vertex objects found during the preprocess-

ing, and from a combination of oppositely charged tracks under the pion hypothesis.
The invariant mass of the candidate is loosely constrained to lie within the K0

s nom-
inal mass. Due to the fact that the kinematic variables of the pions are calculated
assuming that they were generated at the interaction point, their total four mo-
mentum will differ from the true momentum of the K0

S. In order to correct this
discrepancy a vertex fit is performed, were the four momenta of the pions are re-
calculated at the vertex position of the K0

S using a Kalman fitter, a technique first
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developed at BaBar [64], and adapted to the Belle II experiment under the name
TreeFitter [65].

During its more than ten years of operation, the Belle collaboration came up with
numerous and creative ways of reducing the amount of undesired data. A selection
of cuts on the parameters of the pion tracks, as well as a tighter cut in the invariant
mass of the K0

S, define what is known as a goodBelleKshort. These cuts depend on
the K0

S momentum in the laboratory frame, and are resumed in table 4.6. The track
parameters are

• dr: minimum between the distances of closest approach of both pion tracks to
the interaction point in the r− ϕ plane.

• dϕ: angle between the K0
S momentum vector and the directional vector from

the interaction point to the K0
S decay vertex.

• dz: distance in the beam direction between the two pion tracks.

• ρ: flight length of the K0
S in the r− ϕ plane; this is, the distance between the

interaction point and the K0
S decay vertex perpendicular to the beam direction.

Table 4.6. Track parameters’ cuts for goodBelleKshort. The mass window is 0.468 GeV
< m

(
K0

S
)
< 0.528 GeV

plab [GeV] dr [cm] dϕ [mrad] dz [cm] ρ [cm]

< 0.5 > 0.05 < 0.3 < 0.8 ≥0.00
0.5 - 1.5 > 0.03 < 0.1 < 1.8 ≥ 0.08
≥ 1.5 > 0.02 < 0.03 < 2.4 ≥ 0.22

An MC analysis of the decay D+∗→ D0 [→ K0
Sπ+π−

]
π+ showed that the im-

plementation of these cuts reduced the background component in 97.4% while
conserving 83% of the signal events (see the section on K0

S systematics on the next
chapter). Under the light of these results, the cuts are incorporated in the reconstruc-
tion process.

4.2.5 B Reconstruction

For the case of B mesons, as neatly exposed in [66], the fact that the Υ(4S) resonance
energy is just above the needed to produce a pair of B mesons means that, in the
center of mass system of the experiment, both of these mesons will be almost at rest.
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Each one will have, to a very good approximation, a Center of Mass (CM) energy of√
s/2, where

√
s is the CM Energy of the whole system, which for the Super KEKB

accelerator is 10.579 GeV (the mass of the Υ(4S) resonance). Correctly reconstructed
B mesons should have energies close to this nominal value. Hence, the variable

∆E = E∗reco −
√

s
2

(4.4)

(where E∗reco is the reconstructed energy of the B meson in the CM system), should
be close to zero for true candidates.

The invariant mass of the reconstructed particle is also a good variable to dis-
criminate between true events and combinatorial background. However, in the case
of B mesons, it is strongly correlated to ∆E3 and hence, a new variable, known as
the beam constrained mass, is used:

m2
bc =

s
4
−
(

∑
i

p∗i

)2

. (4.5)

The energy difference ∆E is quite sensitive to particle missidentification: particles
with different masses will contribute in different ways to the total value of E∗reco. This
imples that tight cuts on this variable are more useful to reject background coming
from missidentification than cuts in the beam constrained mass. We use mbc as the
fitting variable.

In order to collect enough statistics on the generic and continuum backgrounds,
needed to determine their shape and yield, a first set of very loose cuts are applied
to both mbc and ∆E: 5.2 GeV < mbc < 5.3 GeV and −0.5 GeV < ∆E < 0.5 Gev. The
cuts on ∆E are tightened after looking at the distribution of the main background
sources, as we will soon explain. Figure 4.6 shows the ∆E distribution for correctly
reconstructed signal events in the electron and muon channels.

Due to Bremsstrahlung radiation, and despite the Bremsstrahlung recovery
procedure described previously, a tail towards negative values in the ∆E distribution
is observed in decay modes containing electrons. Hence, it is necessary to apply
separate ∆E cuts for each decay mode according to its lepton flavor.

3Indeed, in the CM system, the sum of momenta of the decay products of the B meson is close
to zero (since it is almost at rest); hence, the major contribution to the invariant mass is obtained
from the sum of energies of the decay products; but this is exactly E∗reco in equation (4.4). The beam
constrained mass partially solves this, since it replaces E∗reco by

√
s/2.
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Fig. 4.6 ∆E distribution for the reconstructed signal events. Notice that the decay modes
containing electrons have a longer radiative tail, due to Bremsstrahlung losses in the detector
volume.

In order to obtain these cuts, we first define a signal window from the mbc

distributions shown in figure 4.7. More than 90% of the reconstructed signal events
are in the region mbc > 5.27, and thus the signal region is defined as mbc ∈ [5.27, 5.3]
GeV for all modes.

Next, the new ∆E cuts are obtained from a MC study using a 2 ab−1 mixture of
of generic BB (containing a proper amount of signal events) and qq samples. After
performing the reconstruction procedure on this data, we select upper and lower
cuts close to the values that maximize the pseudo-significance inside the signal
region:

FOM =
NS√

NB + NS
. (4.6)

Here NS is the number of signal events inside the signal region and the ∆E window,
and NB is the number of background events that fall inside the signal region and
within the window for ∆E. Figure 4.8 shows the value of the FOM for different
combinations of the lower and upper limits for ∆E. We decide to use a common range
for decays with the same lepton flavor, since the ∆E distributions are independent
of the K meson flavor The final cuts are shown in table 4.7.
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Fig. 4.7 mbc distribution for the reconstructed signal events, after the loose cuts in mbc and
∆E. The percentage of events in the signal region (this is, with mbc > 5.27 GeV) are: 91.7%
(B0→ K0

s µ+µ−), 90.4% (B+→ K+µ+µ−), 91.0% (B0→ K0
s e+e−) and 90.0% (B+→ K+e+e−).

Table 4.7. ∆E cuts per decay mode

Decay mode cut

B→ Kµ+µ− −0.1 GeV < ∆E < 0.05 GeV

B→ Ke+e− −0.12 GeV < ∆E < 0.07 GeV

4.2.6 Sum-up of the event selection cuts and ROE

We end this section by summing up all the selection cuts mentioned previously.

We require for our events to contain at least two oppositely electron tracks, or
two oppositely muon tracks. A lepton track is defined as a track with a momentum
in the laboratory frame larger than 0.395 GeV and with an electronID larger than
0.9; a muon track has a momentum larger than 0.9 GeV and a muonID larger than
0.9. Energy lost by the electrons due to Bremsstrahlung radiation is recovered by
collecting the momenta of all the photons in the vicinity of the projected hits on the
beam pipe, VXD layers, and CDC inner walls onto the ECL. The events must also
contain at least one charged Kaon track, which is selected by a cut in the kaonID
larger than 0.6, or one neutral Kaon, obtained either from a vertex detected during
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Fig. 4.8 Figure of merit distribution for different values of ∆Elow and ∆Ehigh. The signal and
background yields in equation 4.6 are those inside the signal region mbc > 5.27 GeV.

the online reconstruction, or by the combination of two oppositely charged tracks.
The neutral kaon must also pass a vertex fit procedure, have a mass within 30 MeV
of the nominal K0

S mass, and additional cuts according to its momentum, as detailed
in table 4.6.

The B meson is finally reconstructed by adding up the two lepton tracks and the
kaon track/vertex, and we require its beam constrained mass to be within [5.27,5.3]
GeV; we define the sideband region from events where the beam constrained mass
is between [5.2,5.27] GeV. We also require the energy difference of the reconstructed
B meson to be within [−0.12,0.07] GeV if the meson is made up from electron tracks,
or within [−0.1,0.05] GeV if the B meson is made up from muon tracks. No vertex
fit is applied on the B meson decay.

Once the B meson candidate is reconstructed, the rest of the tracks, ECL and
KLM clusters in the event are grouped in what is known as the Rest Of the Event
(ROE). Tracks are assumed to belong to charged pions, isolated ECL clusters to
photons, and isolated KLM clusters to K0

L. In order to reduce the contamination due
to the beam background, a series of cuts are applied to the reconstructed objects:
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tracks are required to have a momentum in the CM system less than 3.2 GeV, and a
transverse momentum larger than 0.5 GeV, and ECL cluster must have an energy
above 0.5 GeV.

4.3 Background analysis

Figure 4.9 presents the mbc distribution for each decay mode after applying the
reconstruction steps and cuts described in the previous section. Notice that the
signal contribution is hardly discernible. In order to alleviate this, this section
presents different strategies employed to reduce the background presence in the
final data sample.

Fig. 4.9 mbc distribution for the initial reconstruction performed on the four channels of
interest.

The main sources of background can be categorized in three groups:

• Peaking backgrounds, which correspond to decays that contain some reso-
nances, and hence appear as a clear peak in the invariant mass distribution of
a group of decay products. In the case at hand, three sources have been identi-
fied: first, the processes B→ Kψ(nS) [→ ℓ+ℓ−], which include the charmonium
resonances ψ(nS); for these, the invariant mass of the lepton pair peaks around
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the mass of the resonance. Second, the processes in which a π+ is combined
with a kaon and a π− coming from the decay of a D meson; here, a double
missidentification of the pair of pions as leptons, or a triple missidentification4

of a pion as a kaon, and of the other two hadrons as leptons, present peaks in
the invariant mass distribution of the Kℓ− pair (in the double miss-ID case) or
in the invariant mass of the lepton pair (in the case of triple miss-ID), around
the D meson mass. Finally, for decay modes containing electrons, continuum
processes in which a photon undergoes pair conversion, or a π0 undergoes a
Dalitz decay, peak at small values of the invariant mass of the electron pair.

• Continuum background, which is a combinatorial background that originates
from decays of the form e+e− → qq, where q is any quark lighter than the
bottom quark, and mimics the kinematical signature of true events. Luckily,
the topologies of e+e− → qq and e+e− → BB decays are very different in B
factories, allowing for an effective way to suppress this source [66].

• Combinatorial background from BB events. Most of this background comes
from missidentification of the final state particles, and from wrong combinato-
rial errors.

4.3.1 Peaking backgrounds

π0 Dalitz decay and photon conversion

Figure 4.10 shows the q = M (ℓ+ℓ−) distribution for 2 ab−1 of MC data. The peaks
from the qq events in the low q region for the electron channels are associated
with Dalitz π0 decays and photon conversions. This first source of background is
suppressed by a cut on the minimum value of q for electron channels. From the
histograms, a common cut of q > 0.16 GeV is decided for both modes.

Charmonium resonances

The prominent peaks in the charged (neutral) channels in figure 4.10 originating
from B+B− (B0B0) decays are related to the processes B→ Kψ(nS) [→ ℓ+ℓ−]. As
these events are completely indistinguishable from our signal events, we veto the
q region around the nominal mass of the ψ(nS) resonances. Given the branching

4Only in decays involving charged B mesons.
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Fig. 4.10 Dilepton invariant mass distribution for the reconstruction performed on the four
channels of interest.

ration of the multiple resonances ψ(nS)→ ℓ+ℓ−, it is enough to consider only the
first tow, J/ψ and ψ(2s)5.

We follow the same strategy than with the ∆E cuts: select a veto region in q such
that the expression

FOM =
NS√

NS + NB
(4.7)

is maximized. The data sample corresponds to our previously reconstructed events,
with the tighter ∆E cuts and Dalitz vetoes (in the electron channels) applied. For
details, see Appendix D.

For the electron modes, some resonances may escape the veto region in two
ways: energy losses can lead to an invariant mass value which is smaller than the
lower cut, or the Bremsstrahlung recovery can increase the invariant mass to a value
above the veto region. In order to account for this, the veto is applied not only to the
invariant mass of the corrected electron pair, but also to the invariant mass of the
electrons before the recovery, and to the invariant masses obtained by recovering
the momentum of only one of the two electrons.

5Indeed, the branching fraction for the leptonic decay of the next resonance, ψ(3770)→ e+e−, is
already three orders of magnitude lower than the ψ(2s)→ e+e− one. This is also clear from figure
4.10.
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The final veto regions, and the percentage of resonances present after the vetoes,
are listed in tables 4.8 and 4.9 and depicted in figures 4.11 and 4.12.

Table 4.8. Veto regions for the J/ψ resonance

Decay mode Veto region

B→ Kµ+µ− −0.12 GeV < q−m (J/ψ) < 0.06 GeV

B→ Ke+e− −0.17 GeV < q−m (J/ψ) < 0.07 GeV

Table 4.9. Veto regions for the ψ (2S) resonance

Decay mode Veto region

B→ Kµ+µ− −0.11 GeV < q−m (ψ(2S)) < 0.05 GeV

B→ Ke+e− −0.13 GeV < q−m (ψ(2S)) < 0.07 GeV
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Fig. 4.11 q distribution for the resonant B→ KJ/ψ [→ ℓ+ℓ−] decays. The vertical black lines
denote the veto region. Events inside this region get rejected. Notice, however, that for the
decays containing electrons, events outside the region also get rejected; this is because at
least one of the dilepton invariant masses calculated without Bremsstrahlung recoveries falls
inside the veto.
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Fig. 4.12 q distribution for the resonant B→ Kψ (2S) [→ ℓ+ℓ−] decays. The vertical black
lines denote the veto region.
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D events

Fig. 4.13 M (Kℓ−) distribution for Kπ−x+ events in the 2 ab−1 MC sample. The vertical red
lines denote the veto region for the D meson.

Figure 4.13 shows the invariant mass distribution for the Kℓ− pair for the events
consisting of a correctly identified kaon, a pion misidentified as lepton, and an
oppositely charged particle. A clear peak around the D0 meson mass is present in the
distribution for B+→ K+ℓ+ℓ− events, and a less prominent one in the B0→ K0

Sℓ
+ℓ−

around the D+ mass. We suppress these peaks with a veto around the nominal mass
of the respective D meson, as described in table 4.10.

Table 4.10. Veto regions for the D resonance

Decay mode Veto region

B0→ K0
Sℓ

+ℓ− −0.09 GeV < M
(
K0

Sℓ
−)−m (D+) < 0.03 GeV

B+→ K+ℓ+ℓ− −0.08 GeV < M (K+ℓ−)−m
(

D0) < 0.03 GeV
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4.3.2 Continuum Suppression

One of the advantages of B factories above energy-frontier facilities is the particular
topology of the B meson decays, which can be used to discriminate between signal
and combinatorial background events. This topology affects the phase-space dis-
tribution of the decay products, and multiple variables have been devised in order
to quantify these effects. Reference [66] presents a comprehensive summary of the
most common ones. We mention here only those used for the current analysis:

1. cosθB: The cosine of the angle between the reconstructed momentum of the
B candidate and the z (beam) axis. As B mesons are scalar particles, whereas
the Υ (4S) is a vector meson, the conservation of angular momentum requires
for the B to follow a sin2 θB distribution, whereas in e+e−→ qq processes, all
particles involved have spin 1/2, which implies that the two resulting jets
follow a 1 + cos2 θB distribution.

2. Thrust: for a B meson, the thrust axis T is defined as the unit vector that
maximizes the expression

T =
∑i |T · pi|

∑i |pi|
(4.8)

where pi is the momentum of particle i, and the sum is done over the momenta
of all the B decay particles. In the same way, it is possible to define a thrust
axis for all the particles which do not belong to the decay of interest. These
are referred to as the Rest Of the Event (ROE). The values of T (equation 4.8)
for the B candidate and the ROE, the angle between the thurst axis for the B
candidate and the beam axis (θTBTz), and the angle between the thrust axes
for the B candidate and the ROE (θTBTO) are used as inputs. For a correctly
reconstructed B meson, the decay products are produced isotropically, and
thus both |cosθTBTz| and |cosθTBTO| should be uniformly distributed between
[0,1]. For events containing jets, both the B candidate and the ROE are strongly
collimated, and the distribution of the cosines peak at high values.

3. Fox-Wolfram moments: initially introduced by Fox and Wolfram [67], these
quantities present another way of understanding the phase-space composition
of the B products. They are defined as

Hk = ∑
i,j

|pi|
∣∣∣pj

∣∣∣
s

Pk
(
cosΩij

)
(4.9)
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where the sum is over all possible pairs of particles in the event, Ωij is the
angle between the momenta of particles i and j, and Pk refers to the k-th
Legendre polynomial. The normalized Fox-Wolfram moments, Rk, are defined
as Rk = Hk/H0. For jet like structures, the angle between momenta is close to
either zero (if the particles belong to the same jet) or π (for particles in different
jets); Rk will then take values close to zero (one) for odd (even) values of k.

4. Kakuna Super Fox-Wolfram moments: a combination of multiple FW moments
calculated only over a part (charged, neutral or missing) of the B primary
daughters, or the ROE. They correspond to the Roo

l and Hso
xl presented in

Chapter 9.5.2 of [66].

5. Cleo Cones: developed by the CLEO collaboration, a set of nine variables CCi

measuring the momentum flow through nine cones around the thurst axis of
the B candidate, with half angles evenly spaced between 10◦ and 90◦.

6. ET: the component of the event energy associated with the total transverse
momentum of the event. For collimated jet-like events, this value should be
far less than for isotropic B decays.

7. ∆z (ℓ+,ℓ−): the distance along the beam axis between the two oppositely
charged leptons. For random combinations of tracks, this distance is in average
larger than for true signal events.

8. M2
miss: the missing squared mass of the event. It is calculated as

M2
miss = E2

miss − p2
miss (4.10)

where Emiss and pmiss are the missing energy and momentum of the event. In
the CM system, the sum of the energies of the decay products should be equal
to the initial energy of the system,

√
s, and the sum of their momenta should be

equal to zero. Emiss and pmiss measure the difference between these theoretical
values and the actual total energy and momentum of the event.

A multivariate classifier is trained to provide a discriminant using these inputs.
We choose boosted decision trees (BDTs) as our multivariate algorithm, since they of-
fer multiple advantages over Neural Networks, while achieving the same separation
power:
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• By construction, BDTs are robust to correlations in the input parameters; on the
other side, the training time for a Neural Network can be negatively impacted
by correlations [68].

• BDTs are faster to train, and require the tunning of a fewer number of hyper-
parameters; this facilitates the search for an optimal architecture.

• Intepretability. BDTs apply cuts to the input variables, and have a defined
metric for the importance of each input variable; Neural Networks, on the
other side, work as black boxes, and as the network deepens, the correlation
between variables increases, making it harder to disentangle the effects of each
input on the output.

Among the multiple BDTs implementations, the fastBDT [69] one has been selected,
due to its speed and the option of boosting to flatness, which penalizes the classifier
if its outputs are correlated with variables that should remind unbiased for the
analysis. In this case, we use this functionality to avoid introducing an artificial peak
in the signal mbc region (see appendix E for more on BDTs).

We trained a classifier for each lepton flavor, removing variables strongly corre-
lated to the mbc for each channel (we use the approach described in [70] to measure
the correlation between two variables), and taking care of overfitting by keeping a
validation sample which is not used during the training phase. Moreover, we com-
pared the distributions of all the remaining training variables in MC and real data
samples in the charmonium sidebands —after applying the cuts from the previous
sections—, and performed a Kolmogorov-Smirnoff test to evaluate their similitude.
The real data corresponds to the full experimental dataset6. The results are shown in
table 4.11, and the distributions can be consulted in appendix F.

All variables, except for TROE and Hso
n2 in the K+e+e− decay, and |cosθTBTz| in

the K0
Se+e− decay, have a p-value greater than 0.05. We exclude these three variables

from the inputs for the continuum BDT for electrons.
The training dataset consists of signal and background events in a 1:1 ratio. The

total number of available samples is given in table 4.12. For each lepton flavor, the
samples of both charged and neutral modes are combined. From these, 80% were
used as training data, and the remaining 20% for the validation. The final set of
variables used for each BDT is given in table 4.13, and their distribution in the signal
and background samples for the training set are shown in figures 4.14 and 4.15. The

6For a more detailed description of this dataset, please refer to the next chapter.
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Table 4.11. p-value of the KS test for the Continuum Suppression MVA training variables
between MC and experimental data in the charmonium sidebands

Variable
KS test for

B0→ K0
s µ+µ− B+→ K+µ+µ− B0→ K0

s e+e− B+→ K+e+e−

Roo
0 0.30 0.77 0.10 0.42

Roo
2 0.69 0.61 0.03 0.57

|cosθTBTz| 0.03 0.41 0.90 0.02

CC3 0.77 0.65 1.00 0.69

TROE 0.93 0.01 0.99 0.01

M2
miss 0.26 0.63 0.12 0.42

T 0.08 0.83 0.00 0.03

CC1 0.08 0.13 0.39 0.68

ET 0.73 0.82 0.96 0.87

Hso
m2 0.98 0.69 0.43 0.64

Hso
n2 0.17 0.98 0.63 0.84

Roo
2 0.59 0.07 0.38 0.02

R2 0.07 0.29 0.00 0.34

CC2 0.25 0.92 0.97 1.00

Hso
c2 0.38 0.58 0.65 0.43

∆z (ℓ+,ℓ−) 0.23 0.36 0.30 0.42

|cosθTBTO| 0.58 0.52 0.12 0.80

Roo
4 0.91 0.96 0.66 0.60

hyperparameters used for each BDT are given in table 4.14, and the outputs of the
classifier for the validation data are shown in figure 4.16.

Table 4.12. Total number of available samples per decay channel for the qq classifier. Half of
them correspond to signal events, and half of them to continuum ones.

B0→ K0
Sµ+µ− B+→ K+µ+µ− B0→ K0

Se+e− B+→ K+e+e−

2× 5439 2× 16950 2× 5217 2× 16556
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Table 4.13. Variables used in the continuum suppression BDTs

Variable in B→ Kµ+µ− fBDT in B→ Ke+e− fBDT

CC3 yes yes

|cosθTBTO| yes yes

M2
miss yes yes

R2 yes yes

|cosθTBTz| yes no

CC2 yes yes

TROE yes no

Hso
n2 yes yes

ET no yes

T yes yes

∆z (ℓ+,ℓ−) yes yes

Hso
c2 no yes

Roo
0 yes yes

Roo
2 yes yes

CC1 yes yes

Roo
4 yes no

Roo
2 yes yes
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Fig. 4.14 Distribution of the continuum suppression classifier input variables, for the muon
decay modes. The number above each plot is the relative importance of the variable for the
classifier, measured as the average reduction of the Gini impurity achieved after a cut in the
given variable is applied.
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Fig. 4.15 Distribution of the continuum suppression classifier input variables, for the electron
decay modes. The number above each plot is the relative importance of the variable for the
classifier, measured as the average reduction of the Gini impurity achieved after a cut in the
given variable is applied.

Figure 4.17 shows the background efficiency for the validation dataset in three
different regions: the sideband (mbc < 5.27 GeV); the skirts of the signal region, or
signal region 1 (5.27 GeV ≤ mbc ≤ 5.275 GeV and≤ mbc ≥ 5.285 GeV);and the central
part of the signal region, or signal region 2 (5.275 < mbc < 5.285 GeV). The three
regions show similar efficiency values for most of the possible cuts; this proves that
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the flatness loss is effective in avoiding boosting the background yield in the signal
region.

As a check for possible overfitting, figure 4.18 shows the Receiver-Over-Operator
(ROC) curve of the classifiers’ outputs for the different training samples. Since the
curves for the training and validation data are very similar, it can be concluded that
the BDTs generalize well to unobserved data, and hence there is no overfitting.

In order to increase the number of available data for a second set multivariate
classifiers, we do not apply a cut on the outputs of the continuum BDTs yet. Instead,
we optimize the cuts for both the continuum and the BB classifiers at the same time.
We thus proceed to present the training procedure for BB background suppression.

Table 4.14. Continuum suppression BDT hyperparameters

Hyperparameter B→ Ke+e− BDT B→ Kµ+µ− BDT

Number of trees 600 600

Learning rate 0.05 0.05

Tree depth 3 3

Flatness penalization weight 7 7
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Fig. 4.16 Distribution of the continuum background classifier output for the validation
samples.
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Fig. 4.17 Background efficiency in the validation dataset as a function of the cut value on the
continuum classifier output. The three regions correspond to events for which mbc < 5.27
GeV (blue, solid line), 5.27 GeV ≤ mbc ≤ 5.275 GeV and mbc > 5.285 GeV (yellow, dotted
line) and 5.275 GeV < mbc < 5.285 GeV (green, dashed line). A cut points where the lines are
close implies a uniform selection over mbc.
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Fig. 4.18 ROC curves of the continuum suppression classifier for the validation sample of
each decay mode. The number in parentheses corresponds to the area under the curve
(AUC). The closer it is to one, the better the performance of the classifier.
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4.3.3 BB Suppression

In order to suppress the background originating in other B meson decays, a classifier
is trained for each decay mode. The sizes of the datasets are shown in table 4.15. We

Table 4.15. Total number of available samples per decay channel for the BB classifier. Half of
them correspond to signal events, and half of them to continuum ones.

B0→ K0
Sµ+µ− B+→ K+µ+µ− B0→ K0

Se+e− B+→ K+e+e−

2× 1428 2× 4414 2× 2276 2× 8836

employ some of the variables described before. Also, in order to reject semileptonic
events, which constitute the main source of generic BB background, variables that
are sensitive to the presence of neutrinos are fed as inputs to the classifiers. These
include the missing mass of the event and the ROE, the missing energy of the event
and the ROE, and the value of ∆E for the B candidate. In order to reject random
combinations of final state particles, we include ∆z (ℓ+ℓ−) and some of the thrust-
related variables presented previously. Table 4.16 depicts all the variables considered,
together with the p-value of the Kolmogorov-Smirnoff test between the MC and the
real data distributions.

Table 4.16. p-value of the KS test for the BB Suppression MVA training variables between
MC and experimental data in the charmonium sidebands

Variable
KS test for

B0→ K0
Sµ+µ− B+→ K+µ+µ− B0→ K0

Se+e− B+→ K+e+e−

|cosθTBTz| 0.03 0.41 0.90 0.02

TROE 0.93 0.01 0.99 0.01

M2
miss 0.26 0.63 0.12 0.42

ET 0.73 0.82 0.96 0.87

∆z (ℓ+,ℓ−) 0.23 0.36 0.30 0.42

|cosθTBTO| 0.58 0.52 0.12 0.80

∆E 0.00 0.00 0.01 0.01

Emiss (ROE) 0.78 0.83 0.45 0.57

M2
miss (ROE) 0.51 0.40 0.35 0.20

As in the previous section, we exclude those variables with a p-value less than
0.05. The final sets of variables used for each classifier are listed in table 4.17.
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In comparison with the continuum classifier, in the BB the presence of peaking
background is expected, mostly due to charmonium decays leaking through the veto
regions and B→ Kπ + π− events, where both pions are misidentifed as leptons. We
relax the flatness requirement by assigning a lower weight in comparison with the
classifiers from the previous section. The hyperparameter values are presented in
table 4.18.

Table 4.17. Variables used as inputs for the BB BDTs. The ROE variables are calculated used
only information from the rest of the event.

Variable B0→ K0
Sµ+µ− B+→ K+µ+µ− B0→ K0

Se+e− B+→ K+e+e−

TROE yes yes yes no

|cosθTBTz| yes yes no yes

Emiss (ROE) yes yes yes yes

M2
miss yes yes yes yes

|cosθTBTO| yes yes yes yes

ET yes yes yes yes

∆E yes yes yes yes

∆z (ℓ+,ℓ−) yes yes yes yes

M2
miss (ROE) yes yes yes yes
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Fig. 4.19 Distribution of the BB suppression classifier input variables, for the B0→ K0
Sµ+µ−

decay mode. The number above each plot is the relative importance of the variable for the
classifier, measured as the average reduction of the Gini impurity achieved after a cut in the
given variable is applied.
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Fig. 4.20 Distribution of the BB suppression classifier input variables, for the B+→ K+µ+µ−

decay mode. The number above each plot is the relative importance of the variable for the
classifier, measured as the average reduction of the Gini impurity achieved after a cut in the
given variable is applied.
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Fig. 4.21 Distribution of the BB suppression classifier input variables, for the B0→ K0
Se+e−

decay mode. The number above each plot is the relative importance of the variable for the
classifier, measured as the average reduction of the Gini impurity achieved after a cut in the
given variable is applied.
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Fig. 4.22 Distribution of the BB suppression classifier input variables, for the B+→ K+e+e−

decay mode. The number above each plot is the relative importance of the variable for the
classifier, measured as the average reduction of the Gini impurity achieved after a cut in the
given variable is applied.
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Table 4.18. BB suppression BDT hyperparameters

µ modes e modes

Hyperparameter neutral charged neutral charged

Number of trees 250 300 300 400

Learning rate 0.005 0.01 0.01 0.05

Tree depth 3 3 3 3

Flatness weight 4 11.5 0.1 0.1

Figure 4.23 shows the classifier output distribution for the four decays of interest.
The background efficiency, depicted in figure 4.24, presents variations for events
inside and outside the signal region in all channels, with bigger differences in the
muon channels, where the peaking background is expected to be larger. Finally,
figure 4.25 presents the ROC curves for the four classifiers.

Fig. 4.23 Distribution of the BB background classifier output for the validation samples.
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Fig. 4.24 Background efficiency as a function of the cut value in the validation dataset on the
BB classifier output. The three regions correspond to events for which mbc < 5.27 GeV (blue,
solid line), 5.27 GeV ≤ mbc ≤ 5.275 GeV and mbc > 5.285 GeV (yellow, dotted line) and 5.275
GeV < mbc < 5.285 GeV (green, dashed line). A cut points where the lines are close implies a
uniform selection over mbc.

Fig. 4.25 ROC curves of the BB suppression classifier for the validation samples of each
decay mode. The number in parentheses corresponds to the area under the curve (AUC).
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4.3.4 Selection of the Classifiers’ Cuts

In order to select the best cuts for each pair of classifiers in each decay mode, we
maximize once again the figure of merit

FOM =
NS√

NS + NB
(4.11)

where NS and NB are the number of signal and background events, respectively, that
survive the cuts, estimated from the original 2 ab−1 MC data after the reconstruction
and veto cuts have been applied. The two-dimensional FOM distributions are
depicted in figure 4.26. The selected cuts are summarized in table 4.19.

Fig. 4.26 FOM distribution for the multivariate classifier cuts in each decay mode.

Table 4.19. Selected cuts on the MVA classifier outputs

Classifier B0→ K0
Sµ+µ− B+→ K+µ+µ− B0→ K0

Se+e− B+→ K+e+e−

Continuum 0.52 0.68 0.78 0.52

BB 0.66 0.52 0.5 0.76
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In the case of multiple candidates per event, we select the one with the lowest
value of |∆E|. The final mbc distributions are shown in figure 4.27, for the luminosity
of the MC sample. The cutflows for each decay mode are shown in tables 4.20 to 4.23.
In the tables, ε corresponds to the overall efficiency, and εSR to the efficiency inside
the signal region; the signal to noise ratio, NS/NB, and the pseudo-significances, are
also calculated using only events in the signal region. The pseudo-significances are
first obtained for the MC luminosity, and extrapolated to a luminosity of 11.53 fb−1

(corresponding to the luminosity of the dataset in this study) and 50 ab−1 (the target
luminosity of the Belle II collaboration). These values are summed up in table 4.24.

As a sanity check, the MVA classifier distributions for data and MC inside the
charmonium sidebands are shown in figure 4.28.

Fig. 4.27 Final mbc distribution for each decay mode for 2 ab−1 MC data.
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Table 4.20. B0→ K0µ+µ− cutflow table for 2 ab−1 MC data

Cut Signal B+B− B0B0 qq NS/NB
NS√

NS+NB
ε [%] εSR [%]

reco. 101 20764 38534 42680 0.002 0.499 13.55 13.38

∆E 95 849 19058 6247 0.005 0.685 12.72 12.70

Dalitz 95 849 19058 6247 0.005 0.685 12.72 12.70

J/ψ 87 719 3738 5898 0.023 1.385 11.85 11.84

ψ (2S) 84 632 845 5553 0.084 2.557 11.01 11.00

D veto 83 611 817 5439 0.086 2.570 10.70 10.69

CS 72 373 588 709 0.293 4.038 9.42 9.42

BBS 48 40 68 96 1.846 5.580 6.12 6.12

best cand. 48 40 68 95 1.920 5.618 6.10 6.10

Table 4.21. B+→ K+µ+µ− cutflow table for 2 ab−1 MC data

Cut Signal B+B− B0B0 qq NS/NB
NS√

NS+NB
ε [%] εSR [%]

reco. 357 125746 46982 138316 0.003 1.032 40.94 40.38

∆E 344 61641 2047 19769 0.006 1.388 38.65 38.61

J/ψ 319 7767 1725 18645 0.043 3.607 36.05 36.01

ψ (2S) 293 3323 1489 17530 0.091 4.936 33.57 33.53

D veto 287 3003 1411 16950 0.097 5.041 32.63 32.59

CS 208 1514 711 1047 0.481 8.222 25.34 25.31

BBS 181 433 199 371 1.382 10.247 21.82 21.81

best cand. 181 432 199 369 1.382 10.247 21.80 21.79
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Table 4.22. B0→ K0e+e− cutflow table for 2 ab−1 MC data

Cut Signal B+B− B0B0 qq NS/NB
NS√

NS+NB
ε [%] εSR [%]

reco. 46 21095 38762 44385 0.001 0.228 14.04 13.67

∆E 44 1520 18051 7663 0.002 0.329 12.69 12.65

Dalitz 44 1519 18043 6242 0.002 0.331 12.67 12.64

J/ψ 40 1237 3878 5746 0.011 0.667 11.33 11.31

ψ (2S) 36 1050 1307 5313 0.032 1.063 10.23 10.21

D veto 35 1012 1264 5217 0.032 1.047 9.94 9.91

CS 27 182 272 170 0.231 2.250 6.62 6.61

BBS 25 67 86 92 0.641 3.125 5.83 5.83

best cand. 25 67 85 92 0.658 3.150 5.81 5.81

Table 4.23. B+→ K+e+e− cutflow table for 2 ab−1 MC data

Cut Signal B+B− B0B0 qq NS/NB
NS√

NS+NB
ε [%] εSR [%]

reco. 465 129686 52531 142388 0.004 1.334 42.27 41.16

∆E 427 58860 4566 25006 0.008 1.786 38.54 38.44

Dalitz 426 58830 4565 19853 0.008 1.795 38.50 38.40

J/ψ 380 10051 3852 18357 0.050 4.251 34.47 34.39

ψ (2S) 341 5802 3443 16954 0.091 5.318 31.15 31.08

D veto 333 5543 3293 16556 0.092 5.277 30.24 30.17

CS 279 2339 1217 1699 0.353 8.529 25.78 25.72

BBS 220 246 146 336 2.178 12.279 19.51 19.50

best cand. 219 246 145 336 2.168 12.242 19.49 19.47
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Table 4.24. Pseudo-significance for the decays of interest at the current luminosity

Decay
at 2 ab−1 at 11.53 fb−1 at 50 ab−1

(MC luminosity) (this study) (target)

B0→ K0
Sµ+µ− 5.62 0.42 28.1

B+→ K+µ+µ− 10.25 0.77 51.25

B→ Kµ+µ− 11.41 0.86 57.05

B0→ K0
Se+e− 3.15 0.24 15.75

B+→ K+e+e− 12.24 0.93 61.2

B→ Ke+e− 12.98 0.98 64.9

B→ Kℓ+ℓ− 17.12 1.29 85.6
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Fig. 4.28 Continuum (top) and BB (bottom) classifiers’ distributions for data and MC inside
the charmonium sidebands. The red vertical lines correspond to the cut values, and the
number in parenthesis is the p-value of the Kolmogorov-Smirnoff test. The MC sample has
been scaled to the luminosity of the dataset, which is 11.53 fb−1.



Chapter 5

Data Analysis Preliminaries

This chapter deals with the data analysis previous to the signal yield extraction,
and it is divided in three parts: in the first one, the dataset used for this analysis is
explained. In the second one, the systematic uncertainties and efficiency corrections
related to tracking, lepton ID, Kaon ID, K0

s reconstruction and the MVA cuts are
obtained. In the final section, the corrected efficiencies, together with their systematic
and statistical errors, are reported.

5.1 Dataset

The real data sample used in this analysis consists of events recorded at a CM Energy
close to the Υ(4s) resonance, and stored in proc11 and bucket9, which correspond
to a total luminosity of 11.53 fb−1; table 5.1 describes in detail the experiments
and runs included in the dataset1, their corresponding integrated luminosities,
and the version of the basf2 software used for their processing. The errors in the
luminosities are statistical; a 1% systematic error is also expected, and included in
the final computations. Contrary to the MC data, the real experiment is missing a
large portion of the second layer of the PXD; this is expected to have a minor impact
the K0

S reconstruction efficiency, as there are no strict cuts on the pion tracks, and we
expect to take this difference into account in the efficiency correction factor due to
the K0

S reconstruction. The efficiency detection for the other particles are more likely
to remain unaffected, since the PID and momentum cuts assure that their tracks are
measured by other subdetectors.

1within an experiment, only runs performed with the proper detector configuration are considered
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Table 5.1. Real dataset used for this analysis. All luminosities were calculated using Bhabha
events

experiment runs luminosity (pb−1) basf2 version

proc11

exp7 909-4120 425.5± 0.3 release-04-02-02

exp8

43-1022

4597.4± 0.9 release-04-02-021036-1554

1835-3123

exp10 3130-5902 3741.3± 1.1 release-04-02-02

bucket9 exp12 0-1969 2741.3± 1.1 release-04-02-02

An online skim is applied to the events in this data sample, known as the High
Level Trigger hadron skim (hlt_hadron). It consists of a Bhabha event veto and a
cut of at least three good tracks in the event. The good tracks must satisfy pT > 0.2
GeV, |d0| < 2 cm, and z0 < 4 cm, where pT is the transverse momentum of the track
and d0 and z0 its helix parameters.

5.2 Efficiency Corrections

Since the efficiencies calculated in the previous chapter were obtained from MC
samples, they must be corrected in order to account for any discrepancy between
the simulation model and the real experiment.

5.2.1 Track Finding

The tracking efficiency (how many of the generated tracks are properly reconstructed
by the detector) was evaluated in [71] using e+e− → τ+τ− events. One of the
tau leptons decays leptonically (τ → ℓνℓντ, with ℓ = e,µ) while the other decays
hadronically (τ → 3π±ντ + nπ0). In this type of decays, 4 charged particles are
produced, and hence 4 tracks are expected. Three (tagging) tracks, with a total
charge of±1, are used to tag these decays. The existence of the fourth (probing) track
can be inferred by charge conservation. The track associated with the τ decaying
leptonically is refered to as the 1-prong track, whereas the tracks associated with
the hadronically decaying τ are themed 3-prong tracks. The tracking efficiency is
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measured as
εtrack × A =

N4

N4 + N3
(5.1)

where N4 (N3) is the number of events where 4 (3) tracks where reconstructed, and
A is a factor that takes into account the acceptance of the Belle II detector for the
fourth track. The data-MC discrepancy is defined as

δtrack = 1−
εdata

track

εMC
track

. (5.2)

In order to properly reconstruct these decays, the event must fire the ECL trigger
hie, which has an energy threshold of 1 GeV and a Bhabha veto requirement. Differ-
ent classes of tagging tracks are defined, according to the particle they associate to:
electrons, muons or pions. The probing track is assumed to always correspond to a
pion. Depending on the channel (electronic or muonic) and the number of tracks
detected, events are required to satisfy different track multiplicity constrains for
each class. The definitions for each track class are summarized in table 5.2, and the
multiplicity criteria in table 5.3.

Table 5.2. Track classes

Probe (π±) Tag pion Tag electron Tag muon

pT [MeV] - > 200 > 200 > 200

|z0| [cm] < 5 < 5 < 5 < 5

|d0| [cm] < 2 < 2 < 2 < 2

EECL
cluster/p < 0.8 < 0.6 (0.8,1.2) < 0.4

EECL
cluster [MeV] - > 0 - (0,400)

Table 5.3. Track multiplicity criteria

Nprobe
π Ntag

π Nprobe
µ Nprobe

e

Electron channel, 4-tracks 3 ≥ 2 1 -

Electron channel, 3-tracks 2 2 1 < 5

Muon channel, 4-tracks 4 ≥ 3 - ≥ 1

Muon channel, 3-tracks 3 3 - ≥ 1
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In order to suppress background arising from continuum events and radiative
dilepton processes, the next additional cuts are applied:

• cosθ12 <−0.5, where θ12 is the opening angle in the CMS between the 1-prong
track and each of the two tag-tracks in the 3-prong τ decay. Since in the CMS
both τ are expected to be back-to-back, their jets will also have a large angular
separation.

• When the two tagging tracks in the 3-prong τ decay have opposite charge (OS),
a requirement of

∣∣mππ −mρ

∣∣ < 100 MeV is applied, which selects hadronic τ

decays with an intermediate ρ meson (ρ→ π+π−); when they have the same
charge (SS), the requirement is loosened to 300 MeV < mππ < mτ.

• The 1-prong track momentum in the CMS is required to be in the range
(0.2Ebeam,0.8Ebeam). The upper bound reduces the radiative dilepton back-
ground contribution, and the lower one diminishes the number continuum
events.

• For the electron-OS channels, M2
miss < 20 GeV2, and the polar angle in the CMS

of the missing momentum must be below 40◦ or above 135◦.

Finally, the number of MC events is scaled down to match the data luminosity,
and the number of 3-track and 4-track events is obtained for all channels. The values
of εtrack are calculated for data and MC, and δtrack is obtained from them.

A calibration factor for the efficiency estimator (equation 5.1) is included, in order
to take into account the overlooked dependence on the number and the electric
charge of the reconstructed tracks. This calibration factor is calculated as follows:
a new set of MC events is generated, with an a priori track missing probability q
which is intended to account for the overlooked effects; the tracking efficiency ε′MC is
calculated for this new sample, by following the same procedure as for the original
MC. This efficiency, however, can also be calculated as ε′MC = ε∗MC (1− q), where ε∗MC
is the complete MC tracking efficiency, which also includes the dependency on the
number of tracks and their electric charge; the calibration factor k can be therefore
defined as the ratio between the original measured MC tracking efficiency (which
does not include such dependencies) and the complete one (which does):

k =
ε∗MC
εMC

=
ε′MC

εMC(1− q)
. (5.3)
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In the analysis, k is obtained by performing a linear regression after measuring ε′MC
for q = 0.025,0.05,0.075,0.1.

Systematic errors related to the luminosity of the data sample, the ECL trigger
efficiency, the calibration factor k and the number of background events, are taken
into account by varying the respective nominal values by ±1σ and measuring the
new yields; the uncertainty introduced by the trigger is estimated by switching off
this requirement and measuring the new yields; and the uncertainty introduced by
the charge of the probe track is measured by measuring the yields for each charge
separately. The overall final value for δtrack is found to be

δtrack = 0.19± 0.14 (stat)± 0.78 (sys)%. (5.4)

We assign a correction factor of 99.81%, and a total error equal to the sum in quadra-
ture of the systematic and statistical errors:

systrack =
√

0.142 + 0.782 = 0.79% (5.5)

5.2.2 Lepton ID

The analysis on lepton ID is performed in [72] by looking at J/ψ→ ℓ+ℓ− decays.
Data events were further filtered using the hlt_hadron skim, which is an online
skim consisting of a Bhabha veto and a minimum cut of at least three good tracks in
the event. Electron and muon candidates are selected through the next cuts:

• |dr| < 2.0 cm,

• |dz| < 5.0 cm,

• p > 0.1 GeV,

Muons are also required to deposit less than 0.8 GeV in the ECL, and electrons
are required to have a E/p ratio larger than 0.3. The correctBrems module is used
to recover Bremsstrahlung energy losses for the electron candidates. Next, the
following cuts are applied to the reconstructed J/ψ candidate:

• 2.8 < m (ℓ+ℓ−) < 3.3 GeV.

• A vertex fit, using the KFit package. Candidates for which the fitting does not
converge are discarded.
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Finally, in order to reduce background contamination, the event is subject to the next
cuts:

• R2 < 0.4,

• minimum of 5 tracks per event,

• each lepton track must have primary ECL cluster associated.

The number of signal and background events is estimated from a fit the the invariant
mass of the J/ψ candidate —m (ℓ+ℓ−). For electrons, the signal PDF is modeled as a
sum of a Crystal-Ball function, a bifurcated Gaussian function and a Gaussian func-
tion, while a second order Chebyshev polynomial is used to model the background.
For muons, the signal PDF is the sum of a Gaussian and a bifurcated Gaussian
distributions, and the background as a second order Chebyshev polynomial. The fit
is performed in bins of momentum and polar angle. The bins definitions are given
in tables 5.4 and 5.5; the tables with the correction factors for each bin of momentum,
polar angle and charge are presented in appendix G.

Table 5.4. Electron momentum and cosθe bins

p bins [GeV] cosθe bins

(0.4,0.5) (0.847,0.976)

(0.5,1.0) (0.427,0.847)

(1.0,1.5) (0.0,0.427)

(1.5,2.0) (−0.304,0.0)

(2.0,2.5) (0.612,0.304)

(2.5,3.0) (0.908,0.612)

We re-weight each signal MC event according to the angular and momentum dis-
tribution of its leptons, and propagate the error in the weights to the final efficiency
calculation.

5.2.3 Kaon ID

Efficiency corrections due to kaon ID discrepancies between data and MC were
calculated in [73] using D∗+→ D0 [→ K−π+]π+ decays. Since the mass of the D∗+

is only about 6 MeV above the D0π+ threshold, the pion has a low momentum, and
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Table 5.5. Muon momentum and cosθµ bins

p bins [GeV] cosθµ bins

(0.4,0.5) (0.802,0.921)

(0.5,0.7) (0.682,0.802)

(0.7,1.0) (0.399,0.682)

(1.0,1.5) (0.111,0.399)

(1.5,2.0) (0.208,0.111)

(2.0,2.5) (0.531,0.208)

(2.5,3.0) (0.605,0.531)

- (0.857,0.605)

can be used to determine the flavor of the D meson, as well as the charge of the pion
(same as the slow pion) and the kaon (opposite to the slow pion) in the D meson
decay. The kaon ID efficiency is then calculated as

εK =
number of kaon tracks passing the kaon ID cut

number of kaon tracks
, (5.6)

and the correction factor between data and MC as

rK =
εdata

K
εMC

K
. (5.7)

In order to select the desired events, all tracks are required to be in the vicinity
of the IP by applying the cuts dr < 2 cm and |dz| < 4 cm, and to have at least 20
CDC hits. Two tracks with opposite charges are assigned a kaon and pion mass
hypothesis and then combined to form the D0 meson candidate. Another charged
track with a pion mass hypothesis is then combined with the D0 candidate to yield
a D∗+ candidate. In order to select D∗+ originating from e+e− → cc continuum
processes, a cut in the momentum of the D∗+ in the CM frame is applied, PD∗+ > 2.5
GeV.

In order to reduce the number of background events, the invariant mass of the
D0 meson is required to be in the range (1.8,1.95) GeV, and the difference between
the invariant masses of the D0 and the D∗+ meson are required to be in the range
0.138 GeV < MD∗+ −MD0 < 0.155 GeV.
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The number of events for data and MC are obtained from an extended unbinned
maximum likelihood fit over the D0 invariant mass distribution, using the sum
of two Gaussians with a common mean centered at the nominal value of mD0 to
model the signal events, and a second order polynomial to model the background
component. The yields, efficiencies and correction factors are calculated for different
bins of pK and cosθK, the momentum and the cosine of the polar angle of the kaon
track. These bins are presented in table 5.6, and the correction factors for each bin in
table G.1, in appendix G

Table 5.6. Kaon momentum and cosθK bins

p [GeV] bins cosθK bins

(0.5, 1) (0.883,0.956)

(1, 1.5) (0.766,0.883)

(1.5, 2) (0.5,0.766)

(2, 2.5) (0.225,0.5)

(2.5, 3) (−0.104,0.225)

(3, 3.5) (−0.423,−0.104)

(3.5, 4.5) (−0.682,−0.423)

- (−0.866,−0.682)

We re-weight each signal MC event according to the angular and momentum
distribution of its charged kaon, and propagate the error in the weights to the final
efficiency calculation.

5.2.4 K0
S Selection

The efficiency correction due to the K0
S selections cuts applied during the recon-

struction is obtained from the D∗+→ D0 [→ K0
Sπ+π−

]
π+ decay. We reconstruct

this decay from a subsample of 200 fb−1 MC events, and from the proc10+bucket8
dataset, after the hlt_hadron skim has been applied.

We require all tracks not associated with the K0
S to originate in the vicinity of

the IP, by applying the cuts dr < 0.2 cm and |dz| < 2 cm, and by requiring for the
tracks to have at least on VXD hit. Pion candidates (except the pair that combine
into the K0

S) are required to have a global pion ID above 0.6. In order to suppress
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D∗+ mesons coming from B decays, a momentum cut in the CMS of P∗D∗+ > 2.5 GeV
is applied.

The K0
S candidates are obtained from vertex objects found during the preprocess-

ing, and from a combination of oppositely charged tracks under the pion hypothesis.
The invariant mass of the candidates is required to be in the range (0.3 GeV,0.7 GeV).
Next, A vertex fit, using the TreeFitter function, is performed (without applying any
cut on the fit result). Finally, a cut on the recalculated invariant mass of the K0

S is
performed, and it is required to lie within 0.45 GeV < mK0

S
< 0.55 GeV.

The K0
S is combined with two pion tracks to form a D0 candidate, whose invariant

mass is required to be in the range (1.82 GeV,1.91 GeV) (see figure 5.2). The D0 mes-
son is finaly combined with a slow pion to form a D∗+; the energy release difference
of the decay, dQ = Q− 5.85 MeV, where Q = m∗D −mD0 −mπs is constrained to lie
between (−1.5 MeV,1.5 MeV) (figure 5.2). If multiple candidates for the same event
are obtained, the one with the value of dQ closest to zero is selected.

Fig. 5.1 Invariant mass distribution for the true D0 (left) and dQ distribution of the true D∗+

mesons (right) in MC.

Figure shows the signal and background components for the K0
S invariant mass

distribution (after the vertex fit), before and after applying the goodBelleKShort
cuts; the fraction of background events surviving the cut is 3.05%, while the number
of selected signal events is 84.55%.

The signal component is fitted using the sum of three Gaussians G(x : µ,σ) with
a common mean:

PDFsignal

(
mK0

S

)
= f1G(mK0

S
: µ,σ1) + (1− f1)

[
f2G(mK0

S
: µ,σ2)+

+ (1− f2) f1G(mK0
S

: µ,σ3)
]

.
(5.8)
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Fig. 5.2 Invariant mass distribution for the true (pink, solid) and fake (blue, hatched) K0
S in the

MC data sample. The plot on the left depicts the distribution of all K0
S reconstructed, while

the one in the right shows only those K0
S which pass the goodBelleKShort requirements.

The background component is modeled as a linear function2:

PDFbkg

(
mK0

S

)
= a1mK0

S
+ 1. (5.9)

Since the goodBelleKShort cuts depend on the momentum of the K0
S meson, the

efficiency correction is calculated independently for the three different momentum
regions pK < 0.5 GeV, 0.5 GeV ≤ pK < 1.5 and pK > 1.5 GeV. For each momentum
bin we perform the fit for four different bins in cosθK, where θK is the polar angle of
the K0

S candidate: cosθK < −0.5, 0.5≤ cosθK < 0, 0≤ cosθK < 0.5 and cosθK > 0.5.
The fit results, together with the yields, are shown in appendix I. Table 5.7 presents
the goodBelleKShort cut efficiency in data and MC for each combination of the
momentum and angle regions, together with the efficiency correction factors rK0

S
.

Figure 5.3 shows the fit results for the complete MC and data samples before and
after applying the K0

S selection cuts.

The systematics of this study are obtained by varying the dQ and tightening the
mD0 windows, and recalculating the signal yields for data and MC, the efficiencies
and the rK0

S
. The systematic error associated with the selection cuts is calculated as

the maximum difference between the original data/MC ratio and the ratios obtained
after tightening the cuts. The cuts on |dQ| are varied by |dQ| < 1.7, 1.6, and 1.4 MeV.
The largest difference in ratios is of 0.27%, which is assigned as the systematic error
for the dQ cuts.

2The constant term is set to 1 without loss of generality, since the normalization condition of the
PDF effectively removes one degree of freedom.
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Table 5.7. Efficiency ratios and correction for the K0
S reconstruction

pK0
S
[GeV] bins cosθK bins εdata εMC rK0

S

< 0.5 GeV

< −0.5 0.64± 0.21 0.71± 0.08 0.89± 0.32

0.5 – 0 0.64± 0.13 0.81± 0.05 0.78± 0.17

0 – 0.5 0.85± 0.19 0.75± 0.05 1.13± 0.26

> 0.5 0.58± 0.20 0.67± 0.18 0.87± 0.37

all 0.71± 0.13 0.77± 0.03 0.92± 0.17

0.5 GeV – 1.5 GeV

< −0.5 0.83± 0.12 0.88± 0.03 0.94± 0.13

0.5 – 0 0.94± 0.07 0.88± 0.01 1.07± 0.08

0 – 0.5 0.87± 0.05 0.88± 0.01 0.98± 0.06

> 0.5 0.89± 0.05 0.84± 0.01 1.06± 0.07

all 0.88± 0.03 0.86± 0.01 1.02± 0.04

> 1.5 GeV

< −0.5 0.95± 1.18 0.86± 0.04 1.10± 1.38

0.5 – 0 0.79± 0.10 0.91± 0.02 0.88± 0.11

0 – 0.5 0.89± 0.07 0.87± 0.02 1.02± 0.09

> 0.5 0.87± 0.05 0.86± 0.01 1.02± 0.06

all 0.81± 0.05 0.88± 0.01 0.92± 0.06

all

< −0.5 0.81± 0.02 0.86± 0.02 0.94± 0.04

0.5 – 0 0.87± 0.06 0.88± 0.01 0.99± 0.07

0 – 0.5 0.87± 0.04 0.87± 0.01 1.00± 0.05

> 0.5 0.80± 0.04 0.84± 0.01 0.95± 0.05

all 0.87± 0.02 0.86± 0.01 1.01± 0.03

The mass window for the D0 messon are tightened to (1.83,1.90), (1.84,1.89) and
(1.85,1.88) GeV. The largest ratio difference is 2.23%.

The final global ratio value is then

rK0
S
= 100.56± 2.80(stat)± 2.25(sys)%. (5.10)

We use these results to weight the MC events of the neutral channels according
to the momentum and direction of the K0

S meson. We assign a common systematic
uncertainty to the efficiency correction weights equal to the systematic error in the
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Fig. 5.3 Fit results on the K0
S mass from D∗+→ D0 [→ K0

Sπ+π−
]

π+ decays on data and MC
samples.

global ratio, and ropagate this and the statistical errors for the weights to the final
efficiency calculation.

5.2.5 MVA Classifiers

In order to evaluate the efficiency discrepancies between data and MC due to the
MVA classifiers, we make use of the B→ Kψ(nS) [→ ℓ+ℓ−] resonances; we apply
the same selection cuts as for the B→ Kℓ+ℓ− decays, and invert the charmonium
vetoes.

The MVA efficiency is defined as

εMVA =
Number of events after MVA cuts

Number of events before MVA cuts
(5.11)
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and the correction factor as

rMVA =
εdata

MVA

εMC
MVA

(5.12)

We obtain the number of events by performing and extended unbinned maxi-
mum likelihood fit to the mbc distribution of the samples. The signal component is
modeled as a Gaussian, where both µ and σ are allowed to vary. Incidentally, the
Gaussian parameters obtained from the fit to the experimental data will also be used
in the next chapter to model the signal component of the final mbc distribution.

The small background portion of the distributions is fitted using an ARGUS
function [74]:

f (mbc) =
χ3

√
2πΨ (χ)

mbc
c2

√
1−

m2
bc

c2 exp

{
−1

2
χ2

(
1−

m2
bc

c2

)}
, (5.13)

for 0≤ mbc < c and

Ψ (χ) = Φ (χ)− ϕ (χ)− 1
2

(5.14)

where Φ (χ) and ϕ (χ) correspond to the cumulative distribution and the probability
density functions of the standard normal distribution. We allow χ to vary freely,
while fixing c to 5.3 GeV. The parameters obtained after the fit for the Gaussian
function, for each lepton and kaon flavor, and for both data and MC, are shown in
table 5.8. The fitted distributions’ plots are included in appendix H. The obtained
yields, efficiencies and correction factors are presented in table 5.9.

Table 5.8. Gaussian parameters for the mbc distribution of B→ Kψ(nS) [→ ℓ+ℓ−] decays

neutral (B0) charged (B+)

µ e µ e

µ [GeV]

w/o MVA
data 5.28008(28) 5.27975(36) 5.27951(16) 5.27908(15)

MC 5.27952(2) 5.27953(2) 5.27924(1) 5.27920(1)

with MVA
data 5.28024(35) 5.27975(38) 5.27936(17) 5.27899(16)

MC 5.27963(2) 5.27954(2) 5.27922(1) 5.27923(1)

σ [GeV]

w/o MVA
data 0.00251(22) 0.00276(30) 0.00264(12) 0.00246(11)

MC 0.00260(1) 0.00264(2) 0.00256(1) 0.00265(1)

with MVA
data 0.00248(26) 0.00287(33) 0.00245(12) 0.00235(12)

MC 0.00253(2) 0.00261(2) 0.00254(1) 0.00260(1)
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Table 5.9. Yields from the B→ Kψ(nS) [→ ℓ+ℓ−] decays

w/o MVA with MVA efficiency (εMVA) data/MC (rMVA)

B = B0, ℓ = µ
data 84+9

−8 51+7
−6 0.62± 0.11

1.00± 0.18
MC 17012+131

−130 10502+102
−102 0.62± 0.01

B = B+, ℓ = µ
data 284+17

−16 217+15
−14 0.76± 0.07

0.98± 0.09
MC 55026+238

−232 42865+207
−207 0.78± 0.01

B = B0, ℓ = e
data 70+9

−8 63+8
−7 0.90± 0.17

1.17± 0.22
MC 14964+124

−122 11446+107
−106 0.77± 0.01

B = B+, ℓ = e
data 266+16

−16 204+14
−13 0.77± 0.07

1.05± 0.10
MC 47888+220

−219 35066+188
−188 0.73± 0.01

We propagate these ratios and their errors into the final efficiency as explained in
the next section.

5.3 Final Efficiencies

The final reconstruction efficiencies for the decay modes of interest, after taking into
account all the corrections discused in this chapter, are summarized in table 5.10.

Table 5.10. Final efficiencies

decay ε [%] ∆εsys [%] ∆εsys at 50 ab−1 [%] ∆εstat [%]

B0→ K0µ+µ− 6.13 1.15 0.10 0.01

B+→ K+µ+µ− 18.14 1.69 0.42 0.02

B0→ K0e+e− 7.19 1.35 0.11 0.01

B+→ K+e+e− 18.29 1.81 0.44 0.01

The systematic errors were calculated by the TOY MC method. Here, we make
use of the vector r, containing all the nominal correction factors

r = {rtrack,rMVA,rℓ (p1,θ1) ,rℓ (p1,θ2) , ...,rK (p1,θ1) ,rK (p1,θ2) , ...}
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as the mean of a multidimensional normal distribution, with a covariance given by

cov =


∆r2

track 0 · · · 0
0 ∆r2

MVA · · · 0
...

... . . . ...

 , (5.15)

where ∆ri corresponds to the total error associated with the correction factor ri
3. We

then perform M = 1000 simulations, in which the effective correction factors are
sampled from this distribution. This is,

r(m)
eff ∼N (r, cov) , m = 1, ..., M. (5.16)

We use these effective factors to re-weight each MC signal event which survived the
selection cuts4 If any of the events is missing at least one of these correction factors5,
we discard it. We then calculate the efficiency for the m-th simulation as:

ε(m) =
1

N0
∑

i
w(k)

i (5.17)

where i ranges over all the surviving signal events, N0 is the initial number of
generated events and w(m)

i is the product of all the effective correction factors for the
event i. Finally, we report the efficiency value as the mean of the efficiencies for each
simulation

ε =
〈

ε(m)
〉
=

1
M

M

∑
m=1

ε(m) (5.18)

and its systematic error as the standard deviation of these efficiencies

∆εsys =
1
M

√√√√ M

∑
m=1

(
ε(m) − ε

)2. (5.19)

Finally, the statistical error is obtained from the statistical error of a binomial variable
in the next fashion: we can model the selection of an event as a Bernoulli trial with a

3These errors are calculated as the sum of squares of the statistical and systematic errors. In case
only the statistical error is provided, the systematic error is taken to be zero.

4Notice that some components of the vector reff enter the calculation of the weight more than once.
For example, for charged B meson decays, there are three tracks in the final state, so the factor rtrack,eff
appears three times in the calculation of each event weight.

5certain combinations of bins in the efficiency studies do not contain enough statistics for the fit to
converge. In these cases there is no correction factor reported.
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probability p = ε, and hence the number of selected events n —or, in other words,
the number of events passing the cuts— in a total of N0 trials is distributed as a
binomial variable with mean pN0 and variance p(1− p)N0. Performing the usual
error propagation

∆εstat =
dε

dn
∆n =

1
N0

√
p(1− p)N0 =

√
ε (1− ε)

N0
. (5.20)

We have also reported the expected systematic error at the target luminosity of
50 ab−1, which was calculated by scaling the statistical errors for each correction
factor by a value of √

luminosity for data used in the study
target luminosity

and performing the simulations again.

Table 5.11 shows the contribution of each correction factor to the overall system-
atic error of the efficiency. These values were obtained by the same TOY MC method
described before, but making ∆ri = 0 for all correction factors i different from the
one being studied. At the current luminosity, the largest source of uncertainty is
associated with the continuum and BB classifiers. This is expected to improve as
the data size increases, and at the target luminosity of 50 ab−1 the largest source
of systematic uncertainties for all decay modes is found in the tracking efficiency.
However, the statistical error from the MVA classifiers is still the second largest
source of systematic uncertainties; possible solutions can be to train a smaller num-
ber of BDTs, thus combining the statistics of multiple decay modes; nevertheless,
this approach may result in lower efficiencies. Another option would be to choose a
set of looser selection cuts applied before the continuum and BB suppression, but
this can increase the number of background events in the final samples. Notice that
in these calculations the systematic error for all the K+ ID correction factors is still
zero, which is overly optimistic. As the data size increases, further studies of the
systematic factors affecting the kaon ID efficiency must be evaluated.

As a way of validating the analysis done so far, we calculate the ratio of the
branching fractions

Rreso
K =

B (B→ Kψ (nS) [→ e+e−])
B (B→ Kψ (nS) [→ µ+µ−])

(5.21)
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Table 5.11. Contribution to ∆εsys from the different correction factors

decay source ∆εsys [%] ∆εsys at 50 ab−1 [%]

B0→ K0µ+µ−

tracking 0.10 0.10

lepton ID 0.01 0.00

K0
S reco. 0.03 0.01

MVA 1.13 0.02

B+→ K+µ+µ−

tracking 0.44 0.42

lepton ID 0.02 0.00

K+ ID 0.01 0.00

MVA 1.63 0.03

B0→ K0e+e−

tracking 0.12 0.11

lepton ID 0.12 0.01

K0
S reco. 0.07 0.01

MVA 1.33 0.02

B+→ K+e+e−

tracking 0.44 0.43

lepton ID 0.23 0.01

K+ ID 0.01 0.00

MVA 1.74 0.03

for n = 1,2, using the whole dataset. The determination of this ratio is of crucial
importance in the study of FCNC decays, since it can be used to reduce the systematic
uncertainties for RK in the non-resonant processes. Indeed, the recent LHCb result
[29] uses the double ratio

RK =

B(B+→K+µ+µ−)
B(B+→K+ J/ψ[µ+µ−])

B(B+→K+e+e−)
B(B+→K+ J/ψ[e+e−])

. (5.22)

This introduces additional uncertainties related to the reconstruction efficiency of
the resonant decays and to the ratio of the J/ψ→ ℓ+ℓ− branching fractions, but has
the advantage of cancelling the systematic errors associated with the reconstruction
process. As the data size increases and the systematic uncertainties overcome the
statistical ones, this approach may help in delivering cleaner measurements.
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We start by applying all the selection cuts described in the previous chapter,
except for the charmonium vetoes, which are reversed, and the MVA cuts. We
perform a fit on the mbc distribution for each decay mode, and in each veto region
separately. We model the signal component as a Gaussian, and the background
component as an ARGUS function, and float all parameters except for the cut
value of the ARGUS, which is fixed at 5.3 GeV. We calculate the reconstruction
efficiencies from the dedicated MC samples for each resonant decay, and incorporate
the correction factors through a toy MC simulation.

The final ratios are shown in table 5.12, where the systematic error is calculated as
the sum of squares of the systematic errors in the efficiencies6 for each decay mode,
and the statistical error is the sum of squares of the errors in the yields obtained
from the fit.

Table 5.12. Branching ratio of B→ Kψ(nS) [→ ℓ+ℓ−] decays, ℓ = e, µ

resonance
decay ratio error error PDG

mode (e+e−/µ+µ−) (stat) (sys) value

J/ψ

neutral 0.89 0.16 0.01

1.002charged 1.04 0.12 0.01

average 0.99 0.09 0.01

ψ(2S)

neutral 1.30 0.81 0.01

1.003charged 0.94 0.45 0.01

average 1.03 0.41 0.01

All measurements are consistent with the PDG values within 1σ. Notice that in
all measurements the statistical error is the dominant source of uncertainties, and it
is expected that larger data samples will improve this precision.

We make further use of the B→ Ke+e− events inside the J/ψ veto region to
assess the effectiveness of the Bremsstrahlung recovery method; these samples
are virtually free from background contamination, and thus almost all the events
correspond to B→ KJ/ψ [→ e+e−] decays. Figure 5.4 shows the dilepton invariant
mass distributions before and after performing the Bremsstrahlung recovery. As
observed, once the recovery is done, the distribution narrows towards the nominal
J/ψ mass, which is 3.1 GeV. The radiative tail gets shorter, and the range of q

6Here, we only include the systematics due to the lepton ID correction factors, since the other
ones cancel out.
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containing a given percentage of the reconstructed events, shown in table 5.13
shrinks by a scale similar as in the MC samples studied in chapter 4. This proves
that the performance of the method is similar between data and MC, and confirms
the improvement achieved with it.

Fig. 5.4 Dilepton invariant mass distribution for the B → Ke+e− decays inside the J/ψ
sidebands, with and without Bremsstrahlung recovery.

Table 5.13. q ranges containing a percentage of the reconstructed B→ Ke+e− events inside
the J/ψ veto region

range containing

68% [GeV] 95% [GeV] 99.7% [GeV]

w/o brems. corr. (2.89,3.10) (2.40,3.11) (2.22,3.12)

with brems. corr. (3.07,3.10) (3.02,3.12) (2.98,3.15)

width ratio 0.16 0.14 0.18





Chapter 6

Signal Extraction

This chapter presents the mbc distributions from the experimental data after per-
forming the reconstruction of the four channels of interest. The expected number of
events for the current luminosity are shown in table 6.1, while figure 6.1 shows the
mbc distribution for MC data scaled to the current luminosity.

Table 6.1. Expected number of events at L = 11.53 fb−1, based on the latest PDG values for
the branching fractions

event expected number

B0→ K0
s µ+µ− 0.24± 0.05

B+→ K+µ+µ− 0.99± 0.11

B0→ K0
s e+e− 0.13± 0.09

B+→ K+e+e− 1.25± 0.20

The extraction procedure is based on an extended unbinned maximum likelihood
fit to the mbc distribution of the selected events. This chapter is divided in two parts:
in the first one, the different components of the PDF are described, and the fit is
performed. In the second one, the systematic errors associated with the fitting
parameters are calculated, and a parameterization of the statistical and systematic
errors of the RK ratio as a function of the luminosity is derived, from which a
luminosity threshold for competitive results is obtained.
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Fig. 6.1 Final mbc distribution for MC data scaled to a luminosity of 11.53 fb−1.

6.1 Signal Extraction

6.1.1 PDF Components

The signal component is modeled as a Gaussian, and its mean and variance are fixed
to the values obtained from the fits performed in the previous chapter on the mbc

distribution inside the charmonium sidebands; we reproduce these parameters one
more time in table 6.2.

Table 6.2. Gaussian parameters for the signal components in the mbc distribution of B→
Kψ(nS) [→ ℓ+ℓ−] decays

Parameter
neutral (B0) charged (B+)

ℓ = µ ℓ = e ℓ = µ ℓ = e

µ [GeV] 5.28024(35) 5.27975(38) 5.27936(17) 5.27899(16)

σ [GeV] 0.00248(26) 0.00287(33) 0.00245(12) 0.00235(12)

The non-peaking background is modeled as an ARGUS function, and we fix
both of its parameters from fits to the generic MC background samples, where we
require at least one of the leptons to be properly identified. The distribution of
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these backgrounds and their fitting parameters are shown in figure 6.2. This sample
contains BB and qq events, and we assume that the composition ratio of each type
of event is well modeled (an thus no uncertainty related to this composition is taken
into account), by noticing that the distributions of the multiple MVA scores show
good agreement between data and MC (figure 4.28).

Fig. 6.2 mbc distributions and fits for the non-peaking backgrounds from MC.

We also consider two sources of peaking backgrounds: J/ψ and ψ(2S) events
that make it through the charmonium vetoes, and B→ Kπ+π− where both pions
are misidentified as leptons. We estimate the contribution of the first one by perform-
ing the signal reconstruction on the dedicated MC B→ Kψ (nS) [→ ℓ+ℓ−] samples
mentioned in chapter 4. Before the fit, each reconstructed event is weighted by the
factor

w =
2× N+/0 ×B

(
B+/0→ K+/0ψ(nS)

)
× a+/0

K ×B (ψ(nS)→ ℓ+ℓ−)

N0
, (6.1)
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where N+/0 is the expected number of B+B−
(

B0B0
)

pairs produced in 1 fb−1 of

e+e− collisions at the Belle II detector, B
(

B+/0→ K+/0ψ(nS)
)

andB (ψ(nS)→ ℓ+ℓ−)

are the corresponding branching fractions for the processes as reported by the PDG,
N0 is the number of generated MC events, and

a+/0
K =

1 if B = B+

0.5×B
(
K0

s → π+π−
)

if B = B0
(6.2)

is a correction factor which takes into account that, for neutral decays, during
the production of these MC samples, K0 = K0

S and B
(
K0

s → π+π−
)
= 1. This re-

weighting procedure allows us to introduce the same PDF at different luminosities by
simply scaling the yield. The values used for the different parameters in equation 6.1
are listed in table 6.3. Their error is propagated to the weight error, and the weights
errors are finally propagated to the yield by a toy MC approach, in a procedure
similar to the one used in the previous chapter (see appendix L).

Table 6.3. Parameters used in the weighting procedure of the charmonium background events

parameter value error

N0 0.51× 106 0.01× 106

N+ 0.54× 106 0.01× 106

B (B+→ K+ J/ψ) 1.01× 10−3 0.03× 10−3

B (B+→ K+ψ (2S)) 6.19× 10−4 0.22× 10−4

B
(

B0→ K0 J/ψ
)

8.68× 10−4 0.30× 10−4

B
(

B0→ K0ψ (2S)
)

5.8× 10−4 0.5× 10−4

B (J/ψ→ µ+µ−) 5.96% 0.03%

B (J/ψ→ e+e−) 5.97% 0.03%

B (ψ (2S)→ µ+µ−) 8.0% 0.6%

B (ψ (2S)→ e+e−) 7.93% 0.17%

a+K 1 0

a0
K 0.35 0

The MC analysis reveals that, at the current luminosity, no events from resonant
decays are expected (see figure 6.3). However, in order to account for this back-
ground at larger luminosities, we model the mbc distribution for resonant events
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inside the signal region as a Gaussian, and allow the mean and the standard devia-
tion to vary freely in the fit. The results are shown in figure 6.4; the yields reported
correspond to the expected number of events for a luminosity of 1 fb−1.

Fig. 6.3 mbc distributions of true charmonium decays in MC data that pass the selection
criteria.

The contribution from the second type of peaking background is calculated
directly from data, by applying the same selection cuts, except for the lepton ID
requirements, which are inverted. We then weight the selected events by their
appropriate pion to lepton fake rate, and fit the resulting mbc distribution as the
fractional sum of a Gaussian and an ARGUS function:

PDFmiss-ID (mbc) = fG (mbc : µ,σ) + (1− f )ARGUS (mbc : χ, c) . (6.3)

The fake rates are obtained from K0
S→ π+π− events, and the complete results are

fully detailed in [72]; here we give just a small description of the study. The pions
are selected by the next cuts:

• |dr| < 2.0 cm,

• |dz| < 5.0 cm,

• p > 0.1 GeV.
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Fig. 6.4 Fits to the mbc distributions inside the signal region for the MC resonant events that
make it through the selection cuts (scaled to a luminosity of 1 fb−1).

And the K0
S candidates are then reconstructed by requiring 0.45 < m (π+π−) < 0.55

GeV. In order to achieve an environment similar to that of B-enriched events, only
events with R2 < 0.4 are kept. Next, a vertex fit, using the KFit package, is performed,
and only those events for which the fit converged are retained. Finally, after the fit,
the cosine of the angle between the K0

S momentum and the decay vertex position
vector is required to be larger than 0.998. The fake rates are obtained by counting
the number of pion tracks kept before and after applying a lepton ID cut, and are
reported for both muon and electron IDs, and for tracks of positive and negative
charges separately. They are calculated for the same bins of momentum and polar
angle as the ones used for the lepton ID and muon ID efficiency corrections in the
previous chapter. From this study, it is revealed that the pion fake rates for electrons
in data are more than 6 times larger than in MC, specially in the low momentum
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region; on the contrary, the pion fake rates for muons are smaller in data than in
MC (see figure 6.5). The explanation for this was found in a poor modeling of the
input variables used in the PID process by the CDC. Indeed, figure 6.6 shows the
distribution of the mean energy loss for pions in data and MC. Moreover, figure
6.7 (6.8) presents the electron (muon) PID distributions for pions in data and MC in
each subdetector. The mismatch for the PID obtained by the CDC is evident. We
thus obtain different fitting parameters for MC and data, according to the weights
applied.

Fig. 6.5 Scaled mbc distributions for double lepton miss-ID events from data, for data and
Monte Carlo.

The fit results for data are shown in figure 6.9. The corresponding results for MC
are shown in appendix K.

Once the shape parameters and the yield for the weighted B→ Kπ+π+ events
are obtained, they are fixed and included in the final extended PDF. Table 6.4 resumes
the components of the final PDF considered for the fitting.
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Fig. 6.6 dE/dx as a function of momentum over the whole angular range for π+ for data and
MC, with some background components present in data. The discrepancy is clearly visible.
Image taken from [72].



6.1 Signal Extraction 123

Fig. 6.7 Electron PID distributions for data and MC for each of the subdetectors. Image taken
from [72].
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Fig. 6.8 Muon PID distributions for data and MC for each of the subdetectors. Image taken
from [72].
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Fig. 6.9 Fit to the weighted mbc distributions of Kπ+π+ background events from 11.53 fb−1

of experimental data.
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Table 6.4. Final components of the mbc extended PDF

component PDF parameter fixed

Signal Gaussian

µ yes

σ yes

yield no

Non-peaking bkg. ARGUS

χ yes

c yes

yield no

Leaked charmonium bkg. Gaussian

µ yes

σ yes

yield yes

Double lepton miss-ID bkg. Gaussian+ARGUS

µ yes

σ yes

χ yes

c yes

f yes

yield yes
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6.1.2 Fitting

Monte Carlo

We start by revisiting the mbc distributions for the MC data shown in figure 4.27. In
chapter 4, we gave an estimate of the pseudo-significance at different luminosities,
based only on the number of signal and background events passing the selection
criteria. Here, we use the PDF information for the different components to perform
an extended unbinned maximum likelihood fit, in order to get a more precise value
of the significance. We also use the fit results to get an estimate of the statistical error
expected at different luminosities.

As the luminosity for the MC data is 2 ab−1, we rescale the yields for the peaking
background components accordingly. The fit results are shown in figure 6.10. Notice
that the yields for signal events are in close agreement with the true number of signal
events in the sample.

We define the statistical significance of the fit as

S =

√
−2log

(
λ0

λmax

)
(6.4)

where λ0 is the likelihood obtained after fitting the distribution following a null
hypothesis —this is, under the assumption that the signal yield is zero— and λmax is
the likelihood obtained after performing the fit under the alternate hypothesis —this
is, letting the signal yield vary freely— (we have changed the naming conventions
and referred to the likelihood with the letter λ in order to distinguish it from the
luminosity). We performed the fits again, this time constraining the signal yield
to be zero, and calculated the likelihood. The significances for each decay mode
are listed in table 6.5. As expected, the additional information regarding the shape
of the components increases the statistical power of the measurement, except for
the B0→ K0

Se+e−, decay; this is due to the fact that the percentage of events in the
signal region which are background is higher in comparison with the other decays.
This makes it difficult to clearly distinguish the signal peak. This, in turn, is caused
by the fact that the separation power of the MVA classifiers is not optimal yet, as
the continuum suppression classifier is trained with a dataset mostly composed of
B+→ K+e+e− events, and the number of training samples for the BB classifier is
still not large enough to generalize properly. This is expected to improve as larger
MC datasets are produced.



128 Signal Extraction

Fig. 6.10 Final fits to the MC generic sample, corresponding to 2 ab−1 of data taken at the
Υ(4S) resonance. The errors in the yields for the peaking components are not obtained from
the fit, and do not correspond to the statistical error. Rather, they are obtained through error
propagation from the original yields, the experimental luminosity, and their weight factors.
See appendix L for a detailed explanation.

We also list the expected luminosity at which an observation of the decay can be
done with a significance of 5σ.

Data

The number of observed events obtained from performing the reconstruction proce-
dure on data are shown in table 6.6. Only the B+→ K+e+e− mode presents events
in the signal region. We show the mbc distribution for all decay modes together with
their fits in figure 6.11.

The significance of the fit for the B+ → K+e+e− decay is 1.35. Following the
Feldman and Cousins approach, we calculate the number of expected background
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Table 6.5. Expected significance at different luminosities (from MC). The fits required for the
combination of various decay modes are shown in appendix K

decay
at 2 ab−1 at 11.53 fb−1 at 50 ab−1 luminosity

(MC luminosity) (this study) (target) for S = 5σ [fb−1]

B0→ K0
s µ+µ− 7.24 0.55 36.18 894

B+→ K+µ+µ− 15.46 1.17 77.30 209

B→ K µ+µ− 17.38 1.32 86.91 165

B0→ K0
s e+e− 2.81 0.21 14.05 6096

B+→ K+e+e− 19.08 1.45 95.41 135

B→ K e+e− 18.01 1.37 90.05 154

B→ K ℓ+ℓ− 25.01 1.90 125.04 80

Table 6.6. Final number of events in the experimental dataset

decay
observed background bkg. events

signal yield
events yield in the signal box

B0→ K0
Sµ+µ− 1 1.0+1.26

−0.69 0.16 -

B+→ K+µ+µ− 4 4.1+2.4
−1.7 0.60 -

B0→ K0
Se+e− 1 1.0+1.3

−0.5 0.22 -

B+→ K+e+e− 7 4.5+2.7
−2.0 0.74 1.5+2.0

−1.3

events in the signal region by integration of the background PDF and, for a 90% C.L.,
report the upper limit of the Branching fractions as

B
(

B0→ K0µ+µ−
)
< 3.2× 10−6,

B
(

B+→ K+µ+µ−
)
< 9.8× 10−7,

B
(

B0→ K0e+e−
)
< 2.2× 10−6,

B
(

B+→ K+e+e−
)
< 3.5× 10−6.

We proceed now with the systematic error analysis.
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Fig. 6.11 Fit to the mbc distribution for the reconstructed B→ Kℓ+ℓ− decays in data.

6.2 Error Analysis

6.2.1 Systematic Errors from the Fitting Parameters

We calculate the systematic error in the floating yields due to the PDF parameteriza-
tion by varying the next parameters by ±1σ and performing the fit again:

1. signal mean,

2. signal standard deviation,

3. non-peaking χ parameter,

4. charmonium yields, and

5. B→ Kπ+π− yields.
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Since most of the decay modes do not have events in the signal region, we calculate
the error in the background yield inside the signal region, after varying each of the
parameters listed. The results are given in table 6.7.

Table 6.7. Relative error of the background yield inside the signal region due to the fit
parameterization in experimental data. The error related to the charmonium normalization
is negligible.

parameter decay relative error in background yield [%]

µsignal

B0→ K0
s µ+µ− 0.0

B+→ K+µ+µ− 0.0

B0→ K0
s e+e− 0.0

B+→ K+e+e− 1.7

σsignal

B0→ K0
s µ+µ− 0.0

B+→ K+µ+µ− 0.0

B0→ K0
s e+e− 0.0

B+→ K+e+e− 3.2

χno-peak

B0→ K0
s µ+µ− 11.4

B+→ K+µ+µ− 4.1

B0→ K0
s e+e− 4.6

B+→ K+e+e− 4.7

yieldB→Kπ+π−

B0→ K0
s µ+µ− 2.4

B+→ K+µ+µ− 1.2

B0→ K0
s e+e− 3.7

B+→ K+e+e− 3.1

total

B0→ K0
s µ+µ− 11.7

B+→ K+µ+µ− 4.3

B0→ K0
s e+e− 5.9

B+→ K+e+e− 6.7

We recalculate the 90% C.L. upper bound in the average number of signal events,
using as the expected number of background events

N′B = NB (1− δNB) (6.5)
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where NB is the original number of background events in the signal box (table 6.6),
and δNB is the total relative error (table 6.7).

We incorporate the systematic uncertainties due to the efficiency and the number
of B+B− pairs produced by adding their relative errors in quadrature and scaling
the upper bound accordingly:

UB′ = UB
(

1 +
(

δεi
ℓℓ

)2
+
(

δNi
BB

)2
)

, (6.6)

following [75] (page 145). The number of B meson pairs produced is calculated as

Ni
BB = L× σ

(
e+e−→ BB

)
× f i (6.7)

where σ
(
e+e−→ BB

)
is the cross section for BB production at the Υ(4S) CM Energy,

and f i is the fraction representing the relative production rates for B+B− ( f+) and
B0B0 ( f 0) pairs [15]. The values used for this calculation, together with their errors,
are shown in table 6.8.

Table 6.8. Parameter values and errors for the calculation of the number of BB pairs produced

parameter value error

L 11.53 fb−1 0.12 fb−1

σ
(
e+e−→ BB

)
1.05 nb 0.01 nb

f+ 0.51 0.01

f 0 0.49 0.01

The final reported upper bounds are shown in table 6.9. We have also included
the central value obtained from the EUML fit for the B+ → K+e+e− decay (the
systematic error reported here is calculated in the next chapter), and the central
value obtained from the fits to the MC samples scaled to the current luminosity
(shown in figure 6.1). These upper bounds are in agreement with the predictions
from the Standard Model and the latest values reported by the PDG (see table 1.3).
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Table 6.9. Final results on the branching fractions for the B→ Kℓ+ℓ− processes. For the
central values, the first error is statistical and the second is systematic

decay
upper bound central values [×10−7]

(90% C.L.) data scaled MC

B
(

B0→ K0µ+µ−
)

3.2× 10−6 - 3.6+13.8
−3.5 ± 8.8

B (B+→ K+µ+µ−) 9.9× 10−7 - 4.6+7.2
−4.2 ± 1.2

B
(

B0→ K0e+e−
)

2.3× 10−6 - 1.3+10.7
−1.3 ± 21

B (B+→ K+e+e−) 3.5× 10−6 6.7+9.1
−5.6 ± 1.2 5.8+7.2

−4.5 ± 22.9





Chapter 7

Discussion and Conclusions

7.1 Discussion

7.1.1 Branching Fractions

We have performed the first analysis on the B→ Kℓ+ℓ− processes in the Belle II
experiment. In doing so, we calculated the 90% C.L. upper bounds for the branching
fractions of these decays, using 11.53 fb−1 of data; the obtained values agree with
previous measurements.

We also estimated the luminosity required for a 5σ rediscovery of these decays
from Monte Carlo simulations; a bold comparison with a similar Belle analaysis [76],
may indicated that these "rediscovery" luminosities are higher for the muon modes,
and very similar for the charged electron mode (see table 7.1). Notice, however, that
each study uses different values for the branching fractions: this work uses the most
recent PDG values, which are different from the results obtained by Belle. These
differences must be taken into account when evaluating the performance of each
analysis; we do this by calculating the gain in the pseudo-significance attained with
an increment in the number of observed events, and assume that this is the same
improvement achieved in the significance. The gain in pseudo-significance is given
by

gs = gS

√
NS + NB

gSNS + NB
(7.1)

where gS is the gain in the number of signal events, NS is the number of signal
events, and NB is the number of background events. For the B0→ K0µ+µ− decay,
gS = 1.65, NS = 48 and NB = 25 (see table 4.20). This gives a gain in significance of
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1.38, and thus the “rediscovery” luminosity scales down by a factor of 1.9, to a value
of 469 fb−1, still larger, but much closer, to the Belle one.

Table 7.1. Luminosities required for a 5σ observation, reconstruction efficiencies, measured
branching fractions, and background rates of the B→ Kℓ+ℓ− decay modes in Belle (extrapo-
lated from [76]) and in the MC data of this study

decay
5σ lumi. reco. BF bkg. rate

[fb−1] eff. [%] [×10−7] [×10−3/fb]

B0→ K0µ+µ−
Belle 364 8.5 5.6 14.7

this study (MC) 894 6.1 3.4 14.7

B+→ K+µ+µ−
Belle 165 23.6 4.5 75.7

this study (MC) 209 21.8 4.4 58.4

B0→ K0e+e−
Belle - 5.0 - 21.5

this study (MC) 6096 5.8 1.6 21.4

B+→ K+e+e−
Belle 135 16.6 6.3 52.5

this study (MC) 135 19.5 5.5 51.9

The larger values for the “rediscovery” luminosity in the muon channels are due
to the smaller reconstruction efficiencies. Indeed, following the same methodology
as before, we calculate the gain in the number of signal events due to an increase in
efficiency for the Belle II analysis. In this case, for the B+→ K+µ+µ− decay, gS = 1.08,
NS = 181 and NB = 130 (see table 4.21), and the “rediscovery” luminosity becomes
188 fb−1. A similar procedure for the B0→ K0µ+µ− decay mode (taking into account
the different Branching Fractions as well) gives a “rediscovery” luminosity of 309
fb−1.

We noticed that the Belle study uses a slightly different parameterization for the
non-peaking background; we performed the signal extraction procedure on MC
using this model, and found that the results are consistent with the ones obtained
through the parameterization presented in chapter 6. The details, for the interested
reader, are shown in appendix M.

Despite the better rejection power expected from the MVA classifiers (in compar-
ison with the Fisher discriminant used by Belle to reject generic BB and continuum
events), the background rates are fairly similar among the two studies. The explana-
tion for this is found in the higher pion-to-lepton fake rates, which affect the number
of Kπ+π− background events.
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Fig. 7.1 Pion-to-electron (left) and pion-to-muon (right) fake-rates for Belle (top row) and
Belle II (bottom). The PID requirements for the Belle plots are IDe:π > 0.2, and IDµ:π > 0.9,
where IDα:β is the binary ID, defined as the ratio of the likelihoods between hypothesis α
and β. For the Belle plots, the fake rates are reported for the next regions: forward endcap
(θ < 0.9 rad), forward barrel (0.9≤ θ < 1.57 rad), backward barrel (1.57≤ θ < 2.04 rad) and
backward endcap (θ ≥ 2.04). For the Belle II plots, the figures correspond to the barrel region
of the ECL (for the electron fake rates), and to the backward endcap of the KLM, close to the
solenoid chimney (for the muon fake rates). The Belle plots were taken from [77], and the
Belle II ones from [72].

Figure 7.1 shows the pion to lepton fake rates for certain regions of the detec-
tors. We observe that the pion-to-electron (pion-to-muon) fake rates at Belle II are
between 2 to 7 (3 to 8) times larger than Belle’s. The reason behind this performance
gap is unknown, and additional studies will be required in order to identify and
correct it. As so, these larger rates affect the Kπ+π− contributions: figure 7.2 shows
the expected mbc distributions of the Kπ+π− background in the Belle study; the
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procedure followed to obtain it was analogous to the one presented in chapter 6 of
this work: all the selections cuts were applied, except for the lepton ID ones, which
were reversed. The distributions are described by the sum of an ARGUS function
(as in equation M.1) and a Gaussian, for a dataset of 140 fb−1.

Fig. 7.2 Models of the Kπ+π− background in the Belle analysis for B0→ K0
Sµ+µ− (top left),

B+ → K+µ+µ− (top right), B0 → K0
Se+e− (bottom left), and B+ → K+e+e− (bottom right)

from 140 fb−1 of data. Images obtained from [77].

A comparison between these and the distributions obtained in this study (shown
in section K.3 of appendix K for the MC samples) reveals that the Kπ+π− component
is most than 10 times larger than at Belle1, even with a correctly calibrated set of
subdetectors (since the subdetectors in MC are assumed to be properly calibrated).

1Recall that these distributions are obtained for the luminosities of each study. Hence, the
distributions of appendix K correspond to the expected number of Kπ+π− events in 11.53 fb−1 of
data, whereas the ones in figure 7.2 correspond to an integrated luminosity of 140 fb−1.
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In order to measure the effect of these differences between the two studies, we
re-calculate the background rate at Belle II while conservatively scaling down by a
factor of 5 the background component from Kπ+π− events. The results, depicted
in table 7.2, effectively show that once these conditions are taken into account, the
background rates for the Belle II analysis become smaller than the ones at Belle.

Table 7.2. Background rates for the Belle II analysis with a reduced Kπ+π− component

decay background rate [10−3/fb]

B0→ K0
s µ+µ− 9.5

B+→ K+µ+µ− 43.9

B0→ K0
s e+e− 19.6

B+→ K+e+e− 44.4

The significance is also expected to improve as these background rates go down.
Taking the charged muon mode as an example, we calculate the gain in significance
due to a reduction by a factor of gbkg = 0.75 in the background levels as:

gs =

√
NS + NB

NS + gBNB
, (7.2)

which gives gs = 1.06. This, together with the increment in efficiency up to the same
level as Belle, would bring the “rediscovery” luminosity down to 166 fb−1. This
shows that the gap in the pion-to-lepton fake rates is a central aspect to work on in
order to maximize the sensitivity in these decay channels.

We continue now with the projection of the branching fractions’ sensitivities for
higher luminosities. As shown in the SBelle study [78], the reconstruction efficiency
for the B0→ K0

S J/ψ channel is smaller by 8.8% at the highest expected background
rate —which is assumed to be 20 times larger than at Belle2— in comparison with
the base (Belle) case due to a higher occupancy in the VXD, while the performance
of the PID systems is expected to remain unaltered. In order to incorporate this into
the projections, and following a conservative approach, we multiply the efficiencies
of each decay mode by a luminosity dependent scaling factor. This dependence is
assumed to be of the form

exp
(
−k
[
L−L0

L0

])
,

2This is, the number of hits recorded by each subdetector is 20 times larger.
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where L0 is the average instantaneous luminosity for the accelerator during this
study (which we take as 2× 1034cm−2s−1) and k is chosen so as to make this factor
equal to 0.91 when L = 8× 1035cm−2s−1; we pick this functional form since it is the
one that adjusts the best to the simulation points obtained in the SBelle study (in
contrast with a power law, or a logarithmic functional). We make the conservative
simplification of assuming that this efficiency drop is the same for all decay modes3.

Fig. 7.3 Scaling factor for the reconstruction efficiencies in function of the instantaneous
luminosity. The SBelle study can be found at [78].

We also assume that the signal to background ratio remains constant as the lumi-
nosity goes up; this is justified provided that, inside the beam-induced background
components, the ones that present a larger increase with the luminosity are the
Touschek scattering4 —which scales with the square of the beam current, and with
the inverse of the beam vertical size—, and the physics backgrounds related to e+e−

3This is not really the case, as the drop in efficiency in the B0→ K0
S J/ψ decay mode has mostly

to do with the presence of two (or three, if a vertex fit is also applied to the B meson) vertices that
have to be correctly reconstructed in a more contaminated environment. The decays of interest in
this study involve at most two vertices, for which we only fit one, so the efficiency drop is most likely
less severe. This effectively results in a conservative estimation of the efficiency drop, and the real
effect will be, more likely, less drastic.

4Touschek scattering refers to the energy transfer between particles inside the same beam bunch;
once the energy of both particles fall outside of the dynamic aperture of the ring, their trajectory
starts to deviate from the design orbit. After a while, these particles end up hitting the beampipe
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collisions, namely radiative Bhabha scattering and two photon processes —which
scale linearly with the luminosity. The other components of the beam background:
synchrotron radiation (photon emission by the particles being bent in a magnetic
field) and Beam-gas scattering (Coulomb scattering of the bunch particles by residual
gas molecules), scale with the beam energy and the magnetic field strength, and
with the beam current and the pressure inside the beam pipe, respectively, and thus
their relative contributions are expected to become more and more negligible as the
luminosity increases.

As the beam background arising from physics processes presents a similar de-
pendence on luminosity as the signal components, its ratio to the signal component
is effectively constant throughout the experiment. On the other side, the Touschek
behaviour is hard to model, but we expect it to be non-critical, as there are plans
to mitigate its effect by tuning the beam optics and the collimator settings and
improving the vacuum condition. We are further assuming that the background
rejection performance will not depend on the instantaneous luminosity; we justify
this assumption by noting that the degradation in pion fake rates is expected to be
less than 1% in the TOP counter [45], and that the ECL and KLM, which are central
in the lepton PID calculation, are far enough from the IR to be significantly affected.
The ARICH detector, on the other side, has been shielded with polyethylene in order
to cope with the neutron background produced by photons impinging on the beam
pipe.

Figure 7.4 shows the planned luminosity profile for the SuperKEKB accelerator.
Based on this, we assume that the first 20 ab−1 of data are taken in conditions that do
not present a significant decrement to the reconstruction efficiencies. The last 30 ab−1

are collected under a more demanding environment; we assume an instantaneous
luminosity of 6.5× 10−35cm−2s−1 (which corresponds to a new, more conservative,
target, owing to the technical difficulties found during the first set of physics runs),
and correct the efficiency with the scaling factor obtained previously.

We perform projections for two possible scenarios. The conservative one, in
which the efficiencies are the ones derived in this study; and the optimistic one, in
which new efficiencies are calculated assuming the next improvements are intro-
duced:

walls, producing electromagnetic showers. If these showers happen near the interaction region, they
can produce hits in the detector. The rate of this background is proportional to the beam current,
and inversely proportional to the beamsize; given these dependencies, it is expected to be one of the
major sources of beam background at SuperKEKB at the target luminosity.



142 Discussion and Conclusions

Fig. 7.4 Plan for the instantaneous and integrated luminosities at the SuperKEKB accelerator.
PXD refers to the exchange of the subdetector, and RF/IR refers to improvements to the
RF gun (power upgrade) and the Interaction Region optics, required to achieve the design
instantaneous luminosity.

1. A K0
S reconstruction procedure based on MVAs, as Belle had during its later

years of operation. Assuming the same efficiencies as then (see, for example,
[30]), this constitutes an improvement of 30% in the efficiency of the B0 →
K0

Se+e− decay, and of 40% in the efficiency of the B0→ K0
Sµ+µ− decay.

2. An improved PID system. The efficiency gain is estimated by the next means:
taking as proxy the MC PID efficiencies, we average the data to MC efficiency
ratios of the events in the signal MC samples. This revealed that there is a
difference of 6% (10%) in the reconstruction efficiency of the decays between
data and MC due to electron (muon) PID; hence, we conservatively expect an
improvement of this level. The same analysis yields an expected increase of
2% in the reconstruction efficiency due to improvements in the kaon ID5.

5We are, again, being moderate in these estimations. The performance —both real and simulated—
of the detectors is expected to improve in the future, due to the introduction of new PID techniques
based on Machine Learning, and on the upgrade of the detector. The effects of these changes, however,
is hard to quantize at the current stage, so we offer here a very simple optimistic scenario.
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3. We also take into account the reduction of background events in the signal
region due to PID improvements and the introduction of stronger classifiers
(which may contain, for example, information of a vertex fit performed on the
B meson decay), by removing the degradation factor in the backgorund-to-
signal ratios introduced previously to account for the different performance in
the pion-to-lepton fake rate between data and MC.

We model the relative statistical error as

δBi
ℓℓ(stat) =

√
1

αi
ℓℓL

(7.3)

where αi
ℓℓ is a proportionality factor that gives the number of events per unit of

luminosity in the signal region. It is calculated as

αi
ℓℓ =

2× σ
(
e+e−→ BB

)
× f i ×B

(
Bi→ Kiℓ+ℓ−

)
× εi

ℓℓ

1 + ri
ℓℓ

(7.4)

where the branching fraction values are taken from the latest PDG data [15]; ri
ℓℓ

represents the background to signal ratio for each decay inside the signal region;
these are obtained from the MC analysis performed in chapter 4, and their values are
shown in table 7.3. We scale these ratios by a factor of 4 (3) for the charged (neutral)
electron mode, in order to take into account the much larger peaking component
in data, in comparison to MC (see figure 6.5). We include the effects of the higher

Table 7.3. Background to signal ratio inside the signal region for MC

decay ri
ℓℓ

B0→ K0
Sµ+µ− 0.52

B+→ K+µ+µ− 0.72

B0→ K0
Se+e− 1.52

B+→ K+e+e− 0.46

instantaneous luminosity and the reconstruction improvements only in the relative
statistical error.

The systematic uncertainty associated with the efficiency is modeled as

δεi
ℓℓ =

√
ai
ℓℓ

L + bi
ℓℓ (7.5)
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and the parameters ai
ℓℓ and bi

ℓℓ are obtained from a regression on the efficiency errors
calculated at 11.53 fb−1 and 50 ab−1 in chapter 5. Their values are given in table 7.5.

We keep the uncertainty due to the counting of BB pairs constant at a conservative
value of 2%.

The uncertainties due to the fitting procedure are expected to decrease as the data
sample grows, since the values of the parameters get better constrained; however, the
exact form of the relation is not as straightforward as for the previous components.
We use the ansatz:

δfiti
ℓℓ =

(
βi
ℓℓ

L

)n

. (7.6)

In order to estimate βi
ℓℓ and n, we calculate the systematics of the fit in the MC data by

varying the values of the fixed parameters by ±1σ and taking the largest difference
between the original signal yields and the ones obtained after each variation. The
results are shown in table 7.4. We repeat the same procedure for the fit result of the
B+→ K+e+e− decay in the experimental data (table 7.6), and derive n as

n =
logδfit+ee,exp − logδfit+ee,MC

logLMC − logLexp
. (7.7)

We obtain a value of n = 0.42. The values of the β parameters are listed in table 7.5
The projected sensitivities for the multiple scenarios are shown in figure 7.5,

together with the error in the latest PDG report; from these plots, it is clear that
the statistical error will dominate the uncertainty in the branching fraction mea-
surements all the way up to the target luminosity for the Belle II experiment. The
non-reducible systematic error will start playing a major role for the charged modes
above 10 ab−1, because of the larger statistics. Notice that the expected sensitivity
will overcome the PDG reports at around 1.5 ab−1 (1 ab−1) for the charged (neutral)
electron mode, in the conservative approach. On the other side, in the optimistic
scenario, the precision of the electron modes receives a significant boost from the
background reduction expected due to the PID and MVA improvements; with these,
the integrated luminosities required to deliver world leading results in terms of
precision are 450 fb−1 and 750 fb−1 for the neutral and charged modes, respectively.
This is because the most precise measurements for these decays are performed in
B factories, so overcoming the integrated luminosity of Belle with a similar recon-
struction performance (or a smaller luminosity with an improved reconstruction
performance) will allow Belle II to deliver more precise results; on the other side,
the branching fractions for the muon modes are dominated by the LHCb studies
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Table 7.4. Relative error of the signal yield due to the fit parameterization in Monte Carlo.
The error related to the charmonium normalization is negligible.

parameter decay relative error in signal yield [%]

µsignal

B0→ K0µ+µ− 3.9

B+→ K+µ+µ− 0.4

B0→ K0e+e− 4.3

B+→ K+e+e− 0.3

σsignal

B0→ K0µ+µ− 3.8

B+→ K+µ+µ− 1.6

B0→ K0e+e− 4.1

B+→ K+e+e− 1.6

χno-peak

B0→ K0µ+µ− 0.3

B+→ K+µ+µ− 0.2

B0→ K0e+e− 0.4

B+→ K+e+e− 0.0

yieldB→Kπ+π−

B0→ K0µ+µ− 1.0

B+→ K+µ+µ− 0.6

B0→ K0e+e− 1.0

B+→ K+e+e− 0.1

total

B0→ K0µ+µ− 5.5

B+→ K+µ+µ− 1.8

B0→ K0e+e− 6.1

B+→ K+e+e− 1.6

of these decays; thus, a larger dataset is required in order to surpass the current
sensitivity.

As a cross-check of these predictions, we compare their values at 11.53 fb−1 with
the errors in the central values obtained from data and MC in the previous chapter
(see table 6.9). They are displayed in table 7.7; we see excellent agreement between
data and the projection for the B+ → K+e+e− decay; the agreement between the
projection and MC is good for the charged channels, where the statistics are larger
and thus the relative error is better described by the model. For the neutral modes,
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Table 7.5. Values for the parameters a, b and β modeling the systematic uncertainty in the
branching fractions.

decay a [fb−1] b
[
×10−3] β [fb−1]

B0→ K0µ+µ− 0.40 0.24 2.11

B+→ K+µ+µ− 0.09 0.54 0.15

B0→ K0e+e− 0.40 0.24 2.66

B+→ K+e+e− 0.11 0.56 0.12

Table 7.6. Relative error in the central value of the signal yield due to the fit parameterization
for the B+→ K+e+e− decay in the experimental data. The error related to the charmonium
normalization is negligible.

parameter relative error in signal yield [%]

µsignal 0.00

σsignal 13.86

χno-peak 3.55

yieldB→Kπ+π− 2.53

total 14.53

the discrepancy between the projections and the MC errors is larger; this is again
explained by their smaller data sample, for which the approximation made when
modeling the statistical error does not hold.

Table 7.7. Relative errors [%] in the branching fractions of the B→ Kℓ+ℓ− decays at 11.53
fb−1

decay from data from MC
from projection from projection

(conservative) (optimistic)

B
(

B0→ K0µ+µ−
)

- 387 255 195

B (B+→ K+µ+µ−) - 155 133 111

B
(

B0→ K0e+e−
)

- 834 644 367

B (B+→ K+e+e−) 137 126 139 100
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Fig. 7.5 Relative error in the branching fraction measurement of the B→ Kℓ+ℓ− processes, as
a function of the integrated luminosity. The blue, dashed line corresponds to the optimistic
scenario, whereas the black, solid line is the conservative one.
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7.1.2 RK

Due to the limited statistics it was not possible to obtain a first measurement of this
ratio in the current study; however, we have gathered almost all the pieces needed
for a more realistic estimation of the Belle II sensitivity on this observable. In order to
perform a comparison with the latest results from LHCb and Belle, we will limit the
following calculations to the low q2 region6, corresponding to the range q2 ∈ [1,6]
GeV2.

Recall that, in this study, RK was intended to be obtained as the weighted average
of the ratio from the charged (R+

K ) and neutral (R0
K) channels:

RK =

(
∆R+

K ∆R0
K
)2(

∆R+
K
)2

+
(
∆R0

K
)2

(
R+

K(
∆R+

K
)2 +

R0
K(

∆R0
K
)2

)
. (7.8)

Here, ∆Ri
K is the square sum of the statistical and systematic error for the ratio in

the i channel. The formula for Ri
K is:

Ri
K =

εi
eeNi

µµ

εi
µµNi

ee
, (7.9)

The statistical error in Ri
K is the sum of squares of the statistical error of the yields

for the electron and the muon modes:

δRi
K (stat) =

1√
L

√
1

αi
ee
+

1
αi

µµ

. (7.10)

This time, in order to take into account the fact that we are limiting the measure-
ment to the low q2 region, we multiply αi

ℓℓ in equation 7.10 by a factor Ci
ℓℓ, which

corresponds to the ratio between the averaged branching fraction of the decay for
q2 ∈ [1,6] GeV2 and the total branching fraction. These ratios are obtained from the
Standard Model predictions using flavio [43], with the Wilson coefficients derived
from [28], and the form factors calculated in [27]. Their values are found to be
independent of the lepton and B meson flavors up to a precision of 1%, and equal to
0.34.

On the other side, the systematic error for Ri
K is a combination of four terms: the

errors in the reconstruction efficiencies εi
ℓℓ, and the systematic errors in the signal

yields due to the fitting parameters. Notice, however, that most of the correction

6Once again, q corresponds to the dilepton invariant mass of the decay, q = m (ℓ+ℓ−) .
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factors for the efficiency cancel when taking the ratio: only those related to the MVA
classifiers and the lepton ID remain. We thus recalculate the systematic error in the
efficiency arising only from these two components. The results are shown in table
7.8.

Table 7.8. Systematic error in the efficiency arising only from the lepton ID and MVA
correction factors

decay ∆εsys [%] ∆εsys at 50 ab−1 [%]

B0→ K0
s µ+µ− 1.09 0.02

B+→ K+µ+µ− 1.68 0.02

B0→ K0
s e+e− 1.33 0.02

B+→ K+e+e− 1.73 0.03

The new values for the parameters a and b are shown in table 7.9.

Table 7.9. Values for the parameters a, b modeling the systematic uncertainty due to the
efficiency in RK.

decay a [fb−1] b
[
×10−6]

B0→ K0µ+µ− 0.37 2.86

B+→ K+µ+µ− 0.10 0.73

B0→ K0e+e− 0.40 1.71

B+→ K+e+e− 0.10 0.29

Figure 7.6 shows the expected relative statistical and systematic errors in RK as a
function of the luminosity, from the parameterization derived, in the low q2 region.
As RK is the addition of two terms, its relative error is not computable without
knowing the values of R+

K and R0
K. In the figures shown, we assume that lepton

universality holds, and thus the measured values for R+
K and R0

K are equal to 1.

The statistical error dominates the uncertainty up to the target luminosity, and
becomes smaller than the LHCb (Belle) one at around 24.7 ab−1 (1.5 ab−1), and
around 15.6 ab−1 (1 ab−1) in the optimistic scenario; the overall error is thus com-
petitive at these luminosities, where the biggest gain in precision is obtained by the
reduction of the background components in the signal region. This is larger than the
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Fig. 7.6 Statistical (top) and systematic (bottom) errors for the RK observable as a function
of the luminosity, over the low q2 region. Notice that, in our model, the systematic error is
independent of the possible upgrades introduced in the analysis, so it has the same values
for either the conservative or the optimistic scenarios.

original expectations obtained from the extrapolation of Belle results7. We find the
explanation for this in:

7Bear in mind, however, that these expectations were meant to provide only the order of magnitude
of the required luminosity, and not to be taken as exact values.
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• the way most of the cuts are derived in this study. At each step, we aimed
to maximize the pseudo-significance, which implies loses in efficiency in ex-
change for a cleaner signal peak. On the contrary, the Belle study emphasizes
signal efficiency: it uses looser ∆E and MVA cuts, and it also trains a single
classifier for all decay modes to suppress both continuum and BB background.

• The particle reconstruction efficiency; as the projection in figure 7.6 shows, a
better PID (which would imply a cleaner, larger, data sample) translates into
smaller thresholds for the integrated luminosity.

As a way of testing our first hypothesis, we recalculated the cut values for both
the continuum and the BB classifiers trained for this study to obtain an efficiency
drop of 5% after each one of them is applied, which is the loss reported by Belle [30].
We then estimate the new reconstruction efficiencies for each decay mode, and the
relative statistical error for these new efficiencies; the procedures are detailed in
appendix N. It is observed that, with these new cuts, the procedure presented in this
work achieves the same relative statistical error than the Belle study at a luminosity
of 1 ab−1 (673 fb−1 in the optimistic scenario) —provided that the signal yields can
be extracted precisely—, while obtaining higher values for the background purity
gain in three of the four decay modes. Also, with these new cuts, the measurements
on RK are competitive against the LHCb results at 15.6 ab−1 in the conservative
scenario, and at 11 ab−1 in the optimistic one (comparing the statistical error only).

However, and despite this purity gain, the background present in the Belle II
data is still larger than in Belle. This new approach would then require deeper
control of the PDF components, in order to correctly extract the yields from a more
contaminated data sample; this has been proven to be already difficult for the neutral
electron mode in the current study. A multidimensional fit can be used to alleviate
this; the latest Belle study uses ∆E and the MVA classifier output distributions to this
end. This strategy, however, would increase the background levels more, since ∆E,
which is deterministic in removing generic BB background events, cannot longer
be used as an input for the classifier; it also increases the sources of systematic
uncertainties in the measurement, possibly reducing the impact of the improvement
achieved by the higher statistics: indeed, the Belle study reports a systematic error
of 6%, which is almost the same as the total error in the LHCb result. The exchange
between the size of the statistical and systematic uncertainties may be evaluated
at different luminosities in order to select the procedure which delivers the most
precise results. We leave the choice to future studies.
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Finally, from the projections in 7.6, we observe that the Belle II experiment will
only be able to settle down the anomaly in RK with a 5σ precision in the optimistic
scenario; effectively, for the conservative case, an integrated luminosity of 56 ab−1

would be required to reach this level of precision, whereas in the optimistic case, the
same sensitivity is achieved at 35 ab−1.

7.2 Conclusions

We have performed the first study on the B → Kℓ+ℓ− processes, which consti-
tute very sensitive probes for New Physics, in the Belle II experiment. We an-
alyzed 11.53 fb−1 of data taken at a Center of Mass Energy equal to the Υ(4S)
resonance mass, which constitutes roughly 12.1 million of BB pairs, employing a
novel Bremsstrahlung recovery method, and using Boosted Decision Trees in order
to reduce the background from qq and BB events. In the process, we also measured
the ratios

B (B→ KJ/ψ [e+e−])
B (B→ KJ/ψ [µ+µ−])

= 0.99± 0.09 (stat)± 0.01 (sys),

B (B→ Kψ(2S) [e+e−])
B (B→ Kψ(2S) [µ+µ−])

= 1.03± 0.41 (stat)± 0.01 (sys)

which are in agreement with the latest PDG reported values. In the calculation
for RK, these ratios provide a way of replacing the systematic uncertainties related
to the reconstruction efficiency with the uncertainty in their values. Thus, future
measurements are of utmost relevance for the analysis of the Flavor Changing
Neutral Currents, specially for experiments in which the reconstruction efficiencies
are highly dependent on the lepton flavor.

Given the luminosity available and the values of the branching fractions for the
decays of interest, only the decay B+→ K+e+e− had events populating the signal
region. We calculated the 90% C.L. upper bound for the branching fractions of the
four decay modes as

B
(

B0→ K0µ+µ−
)
< 3.2× 10−6,

B
(

B+→ K+µ+µ−
)
< 9.9× 10−7,

B
(

B0→ K0e+e−
)
< 2.3× 10−6,

B
(

B+→ K+e+e−
)
< 3.5× 10−6,
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which are consistent with the PDG reported measurements and with theoretical
predictions. The largest contribution to the systematics of the branching fractions
comes from the fitting parameters and the correction factor in efficiency due to
the MVA classifier cuts. Both are expected to decrease as the data size increases
and, at higher luminosities, the error in the tracking efficiency is expected to be
dominant. Most of this error has its origin in the trigger efficiency uncertainty; hence,
future studies must strive for a better understanding of the triggering system at
Belle II. We also noted that the statistical significance for the muon modes is lower
than in the Belle experiment, and found that this is explained by both a smaller
reconstruction efficiencies, and the larger backgrounds. The pion to electron fake
rates were observed to be significantly larger than at Belle, and further studies to
elucidate the cause for this are of utmoust importance, since a reduction of these
rates has the potential to increase the sensitivity of the measurements by more than
20%.

We carried out an error analysis on the RK ratio, in which the statistical and
systematic components where modeled as functions of the luminosity, and the pa-
rameters for said models were deduced from experimental data (when available)
and from Monte Carlo (when experimental data was missing). Following the re-
construction procedure presented in this work, the statistical error is expected to
dominate the uncertainty of RK all the way up to the Belle II target luminosity of 50
ab−1; the projections, although in gross agreement with the values obtained from
the extrapolation of Belle results, are more realistic, and give a threshold of 24.7
ab−1 (1.5 ab−1) in the luminosity in order to overcome the precision achieved by the
LHCb (Belle) measurements. These values are lowered to 15.6 ab−1 (against LHCb)
and 1 ab−1 (against Belle) if improvements in the PID, K0

S reconstruction, and MVA
classifier efficiencies are made. The only non-reducible systematic uncertainty for
RK is the one related to lepton identification, which at the target luminosity is still
smaller than the one introduced by the MVA classifiers. Focusing in increasing the
significance of the signal components facilitated the fitting procedure and reduced
the systematic uncertainties related to it; these are already smaller than at Belle for a
luminosity of 600 fb−1.

If existent, new physics in the b → sℓ+ℓ− systems related to Lepton Flavor
Non-Universality will only be observed with a 5σ precision at a luminosity of 35
ab−1, provided that improvements in the reconstruction efficiency and background
rejection take place. It is thus of utmost importance that future analysis strive for



154 Discussion and Conclusions

a more sophisticated K0
S reconstruction, for a more powerful PID process, and for

more robust MVA classifiers.
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Appendix A

A Speed Course in the Standard
Model

A.1 Particles

The Standard Model is composed of elementary particle fields and the interaction
terms between them. The starting point for its derivation is the merging between
the basic axioms of quantum mechanics: that particles can be considered as excited
states, or quanta, of their underlying fields, which are functions of the space and
time; and those of special relativity: 1. That the speed of light has the same value c
in all inertial frames of reference, and 2. That physics should be the same in any of
these frames. In addition, it is possible to introduce two more empirical conditions:
that laws of physics are homogeneous and isotropic, this is, they do not depend on
the orientation or the position of the observer.

From this, it is possible to derive a mathematical representation of the fields
existing in a universe governed by these axioms, as first proven by Wigner [4]. The
first starts by recalling that inertial frames are related to one another by Poincarè
transformations, which are defined as the group of transformations that leave the
line element

(dx)2 = gµνdxµdxν = (cdt)2 − (dx)2 (A.1)

invariant. Here gµν = diag (1,−1,−1,−1) is the Mikownski metric, and we have
written an infinitesimal displacement vector in space-time as dx = (cdt,dx1,dx2,dx3).
Notice that, from equation A.1, an object moving at speed c will have a line element
(dx)2 = 0 in any frame related by a Poincairè transformation, and hence the same
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speed c in any of these frames: the first assumption of special relativity is then
fulfilled.

The second assumption can be translated as requiring for the equations of motion
of the theory to be covariant under Poincarè transformations. In quantum mechanics,
under the Lagrangian formalism, the equations of motion of a system described by
a collection of fields ϕi(x) can be obtained by finding the extrema of a fuctional S ,
called the action, defined as

S =
∫

d4xL
[
ϕ1(x), ...,ϕN(x),∂µϕ1(x), ...,∂µϕN(x)

]
(A.2)

where L, the Lagrangian, is a functional of the fields. The equations of motion are

∂L
∂ϕi
− ∂µ

[
∂L

∂
(
∂µϕi

)] = 0. (A.3)

These should be covariant under Poincairè transformations, which implies that
the fields ϕi(x) must transform under representations of the Poincairè group. This
group is composed of Lorentz transformations (rotations in space and velocity
boosts) together with translations by a constant vector a = (a0,a). As the Lorentz
group has four disconnected components —this is, one cannot go from an element
in one component to another in a different component by a continuous curve lying
within the group. See, for example, [79], chapter 2—, so does the Poincarè group.
The component —or subgroup— which contains the identity element (a transfor-
mation which does not change anything), known as the inhomogeneous proper
orthochronus Lorentz group ISO(3,1)↑, corresponds to the fundamental symmetry
group of the Standard Model, and from now on any mention of the Poincarè group
will refer to this subgroup unless stated otherwise1. It contains four generators for
translations Pµ and six2 generators for the Lorentz transformations Mµν: 3 for boosts
in any of the three spatial dimensions (Ki = Mi0), and the remaining 3 for rotations
(Ji = εijk Mjk/2, with εijk the totally antisymmetric tensor).

1The full Poncairè group IO(1,3) can be seen as the set

IO(3) = {ISO(1,3), P× ISO(1,3), T × ISO(1,3), PT × ISO(1,3)} ,

where P and T correspond to the space —or parity— and time reversal operators.
2Though, in principle, the index notation may suggest there are 16 generators (µ and ν run from 0

to 3), the M operators are antisymmetric (see [79], chapter 1); this reduces the number from 16 to 6.
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Of special interest are the irreducible representations of the Poincairè group,
since they can be labeled by the eigenvalues of their Cassimir operators3, and
are then perfect candidates for describing physical states with clear observables,
which correspond to one-particle states [80]. In other words, they correspond to the
elementary particles of the theory.

The Poincarè group has two Cassimir operators:

C1 = PµPµ, (A.4)

C2 = WµWµ, with Wµ =
1
2

εµνρσPνMρσ (A.5)

and εµνρσ the totally antisymmetric tensor in four dimensions. Wµ is known as the
Pauli-Lubansky vector. Notice that the scalar values of the first Cassimir operator
correspond to p2 = m2, which is to be interpreted as a squared mass; the second
Cassimir operator requires a special treatment, for wether p2 > 0, p2 = 0 or p2 < 0
(the last case is, however, disregarded as unphysical, and hence not contemplated by
the Standard Model theory). For a detailed treatment the reader can refer to chapter
10 of [81], or chapter 2 of [80]. The result, in any case, is that, for massive states, the
scalar value W2 is related to the internal spin of the state, whereas for masless ones,
it is related to their helicity, which is the projection of the spin along the direction of
motion.

The concept of particles with defined parity emerges from the fact that the cover
of the Lorentz Group is SU(2)× SU(2). This simply means that the Lorentz group
contains two copies of the SU(2) algebra, given by the two set of operators (see, for
example, [79], chapter 33):

SU(2)L = {A1, A2, A3} with Ai =
1
2
(Ji + iKi) , (A.6)

SU(2)R = {B1, B2, B3} with Bi =
1
2
(Ji − iKi) . (A.7)

Notice that Ji = Ai + Bi, so the values for the spin j are determined by the eigenvalues
of the two operators A2 and B2 4. Indeed, j = |a− b| , |a− b|+ 1, ..., a + b. Each rep-
resentation can be labeled as (a,b), and carries spin j ∈ (|a− b| , |a− b|+ 1, ..., a + b)

3The Cassimir operators are defined as operators which commute with all the generators of their
group. Hence, they commute with all elements in the group and their eigenvalues remain invariant
under the group transformations.

4Since the Ai and Bi operators conform an SU(2) algebra, it is possible to find eigenstates of
their Cassimir operators, A2 and B2. In analogy with the spin treatment usually done in quantum
mechanics for the Ji operators, one finds that the eigenvalues of A2 and B2 operators are of the form
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and mass m. Particles with the same values of j and m can then belong to different
representations. The Standard Model is composed by the representations shown
in table A.1. Fermions correspond to particles with spin 1/2, which can belong to

Table A.1. Representations of the Lorentz group included in the Standard Model.

Particle Representation Spin In the Standard Model

Spinor Fermions
(

1
2 ,0
)
⊕
(

0, 1
2

)
1
2 Quarks and Leptons

Vector Bosons
(

1
2 , 1

2

)
1 Photon, Gluon, Z0, W±

Scalar Bosons (0,0) 0 Higgs

either the
(

1
2 ,0
)

or the
(

0, 1
2

)
representations of the group. The first are termed left

handed fermions, while the second correspond to right handed ones.
Applying the parity operator P on Ai transforms it into Bi and vice versa5.

Because of this, any theory that respects parity should include both representations
at the same time; this is the reason why the Spinor Fermion representation is the
direct sum of

(
1
2 ,0
)

and
(

0, 1
2

)
, instead of a copy of one of these. Electromagnetic,

strong and gravitational forces are invariant under P, so states with the same mass
and spin belonging to the left or right representation are indistinguishable, and hence
assigned to the same particle. This is not the case, however, for weak interactions, as
shall be shown next.

A.2 Interactions

So far, the only difference between particles belonging to the same representation
is their mass. The second ingredient for the Standard Model is the introduction of
interactions between the different fields. The derivation of the free (non-interacting)
Lagrangians for different representations in the Standard Model is done, for example,
in chapter 6 of [82]. They are listed in table A.2.

a(a + 1) and b(b + 1), where a and b are integers or semi-integers. At the same time, the maximum
allowed value for a3 = a and for b3 = b.

5Intuitively, J oughts to remain unchanged under parity transformations, as it is an axial vector.
On the other side, a boost in a certain direction would point in the opposite direction after an
inversion of the spatial axes. It is also possible to convince one self by performing the operations on
the fundamental representation of the group algebra, as done in the chapter 3 of [82]

6Recall that γµ correspond to the Gamma matrices and ψ̄ = ψ†γ0
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Table A.2. Free Field Lagrangians in the Standard Model

Particle Representation Lagrangian name General Form

Fermions
(

1
2 ,0
)
⊕
(

0, 1
2

)
Dirac6 L = ψ̄

(
iγµ∂µ −m

)
ψ

Vector Bosons
(

1
2 , 1

2

)
Proca7 L = −1

2 |Gµν|2 + m2 |Aµ|2

Scalar Bosons (0,0) Klein-Gordon L = 1
2

(∣∣∂µϕ
∣∣2 −m2 |ϕ|2

)

Notice that the Dirac Lagrangian is invariant under U(1) transformations (this
is, under multiplication by a complex scalar eiθ, where θ is real). As first stated by
Noether [83], this symmetry implies the existence of a conserved quantity: the elec-
tric charge. The construction of the interactive theory8 begins with the postulate that
the Dirac Lagrangian should also be invariant under local U(1) transformations9,
leading to the quantization of the electromagnetic field10. Indeed, this assertion
requires the introduction of a massless vector field, or gauge field, Bµ, which trans-
forms like Bµ→ Bµ − 1

q ∂µθ(x) and that couples with the spinor field ψ with a term
proportional to g –a coupling constant, dictating the strength of the interaction—,
and has an associated tensor field Gµν = ∂µBν − ∂νBµ; the coupling with the field
has opposite signs for the spinors ψ and ψC = Cψ∗, where C is an orthogonal matrix
such that CγµCT = −γµ∗, and the asterisk denotes complex conjugation. Hence, the
spinor ψC is identified as the antiparticle of ψ.

The question arises for whether there are other internal symmetries in the La-
grangian. As it turns out, a Lagrangian of two spinor fields, written in terms of the
doublet Ψ = (ψ1, ψ2)

T

LΨ = iΨγµ∂µΨ (A.8)

is invariant under SU(2) global transformations as long as the two fields are massless.
As with the U(1) case, extending this symmetry to local SU(2) transformations —
which correspond to a multiplication by a 2× 2 matrix of the form eiθi(x)σi

, with σi

7With Gµν a tensor field which depends on the nature of the interaction mediated by the boson.
See the discussion in the text.

8The interested reader can find in the chapter 7 of [82] the detailed procedure of what is about to
be sketched in what follows.

9This is, U(1) transformations where the transformation parameter θ is now a real function of the
time-space coordinates

10To be more rigorous, as will be shown next, the electromagnetic field is a superposition of this
original U(1) gauge field with one of SU(2) gauge fields
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being the Pauli matrices, the generators of the group— requires the introduction of
three (one for each generator) massless vector fields, W0

µ, W1
µ and W2

µ, which couple
to this doublet11. These vector fields transform as

W i
µ→W i

µ −
1
g

∂µθi(x)− εijkθj(x)Wk
µ

(where we have assumed summation over repeated latin indexes), and each gener-
ates a tensor field Wµν

i of the form

Wµν
i = ∂µWν

i − ∂νWµ
i + εijkWµ

j Wµ
k . (A.9)

This symmetry is used as the base for the model of weak interactions and the
components of the doublets are suggested by experimental results: left handed
electrons, muons and taons are always transformed by weak interactions into the
same particle with different momentum, or into their respective neutrinos12. On the
other side, positively charged mass eigenstates of quarks (up, charm, top) transform
into a superposition of negatively charged mass eigenstates (down, strange, bottom).
The matrix VCKM describing this superposition is known as the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, discussed in appendix B. The six SU(2)L doublets are:(

νe,L

eL

)
,

(
νµ,L

µL

)
,

(
ντ,L

τL

)
,

(
uL

d′L

)
,

(
cL

s′L

)
,

(
tL

b′L

)
, (A.10)

with d′L
s′L
b′L

 = VCKM

dL

sL

bL

 . (A.11)

11Though electromagnetic and strong interactions respect parity, weak interactions do not, as
first observed by Wu [84]: only particles belonging to the left representation of the Lorentz group

participate in them. This implies that, under SU(2) transformations, particles belonging to the
(

1
2

,0
)

transform as doublets —as expressed before—, but particles belonging to the
(

0,
1
2

)
representation

behave as singlets. Since a spinor ψ contains both a left handed and a right handend component,
the interaction term between the SU(2) gauge bosons Wi and the doublet Ψ contains a term which
selects, or projects, the left-handed component of the two spinors in Ψ.

12With the discovery of neutrino oscillations, this may not be the case anymore. Instead, as with
quarks, the neutrinos of the weak interaction become a superposition of the three mass-eigenstates νi,
and hence an electron-neutrino can transform into a muon-neutrino, since these states are not longer
orthogonal.
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From Noether’s Theorem, SU(2) symmetry implies the conservation of three
quantities (one for each generator):

Qi = Ψγ0σiΨ. (A.12)

However, only one of the generators can be diagonalized at the same time —or, in
other words, SU(2) has only one Cartan generator—, which implies that there is
only one charge that can be assigned to each component of the doublet. This charge

receives the name of weak isospin, and its eigenvalues are
1
2

for the first component,

and −1
2

for the second one.

The bosons of these interactions have zero mass, whereas experiments showed
that the mediators of the weak force, the W± and the Z0, are massive. Moreover,
a fermion mass term also spoils the invariance, so this model predicted a theory
in which all particles are massless. The solution to this dilemma was given by the
introduction of a scalar field doublet Φ = (ϕ1, ϕ2)

T, with a Lagrangian of the form

LΦ = DµΦ†DµΦ− µ2Φ†Φ− λ
(

Φ†Φ
)2

, (A.13)

where Dµ is the covariant derivative of the fields ϕi, given by Dµ = ∂µ − i 1
g σiW i

µ −
i 1

q Bµ. The last two terms in A.13 correspond to what is known as the Higgs potential

V (Φ) =
〈

µ2Φ†Φ + λ
(
Φ†Φ

)2
〉

, with λ > 0 13; the beauty of this equation resides in

the assumption that the value of µ2 depends on the temperature, so the minimum of
the potential shifts as the temperature decreases. In the early universe, µ2 > 0 and
the minimum energy configuration was achieved by having ⟨Φ⟩= 0. However, after
the temperature decreased down to a critical value, a phase transition took place, in
which µ2 flipped sign. The shape of the potential V (Φ) changed, and a continuum
of minima appeared14:

⟨Φmin⟩ = eiϕ

(
0
|µ|√
2λ

)
. (A.14)

13As the λ term describes quartic self interactions among these scalar fields, vacuum stability
demands for λ to be greater than zero

14Recall that the components of the SU(2) doublets differ by a unit in their electrical charge. This is
also the case for Φ, qϕ1 − qϕ2 = 1. Since so far experimental observations agree with the conservation
of electrical charge, ϕ2 is assigned a charge of zero, and is allowed to acquire a non-zero vacuum
expectation value. ϕ1 has then charge +1 and so its vacuum expectation value is made zero. Because
of this, U(1) symmetry is preserved, electrical charge conserved, and the photon is still a massless
boson.
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Expanding the doublet around one of the multiple minima gives rise to a physical
field h with a zero vacuum-expectation-value, known as the Higgs field:

Φ = ⟨Φmin⟩+
(

0
h

)
. (A.15)

Interactions between this scalar doublet and the massless boson fields —Bµ and
Wµ

i — give rise to the photon field Aµ, the W± boson fields, and the Z0 boson field
as superpositions of the original ones:

W±=
1√
2
(W1 ∓ iW2) , A=

1√
g2

e + g2
w
(geW3 + gwB) , Z0 =

1√
g2

e + g2
w
(gwW3 − geB)

(A.16)
where ge is the coupling constant for the B field, and gw the coupling constant for
the Wi fields.

Moreover, this expansion also generates a mass term for the W± and the Z0. The
electromagnetic and weak interactions are then obtained from the symmetry breaking
of the U(1)× SU(2) electroweak interaction.

It is possible to follow this line of thought and add an interaction between a left
spinor doublet ΨL = Ψ =

(
ψL

1 ψL
2
)T, two right spinor singlets ψR

1 and ψR
2 , and the

scalar doublet Φ, known as Yukawa coupling, of the form

LYukawa = −µ1

(
ΨLΦCψR

1 + ψ
R
1 ΦC,†ΨL

)
− µ2

(
ΨLΦψR

2 + ψ
R
2 Φ†ΨL

)
(A.17)

where ΦC is the charge-conjugated field ΦC = (ϕ∗2 ,−ϕ∗1)
T. Once symmetry is broken,

this expression gives fermions their mass15.
In the same fashion, a triplet of spinors is invariant under SU(3) local trans-

formations (multiplications by a 3× 3 matrix of the form eiθi(x)µi
where µi are the

Gell-Mann matrices, the generators of the group), provided, again, that eight mass-
less vector fields gµ

i are introduced in the theory. For the SU(3) case, there are eight
conserved charges, but each component in the triplet can be labeled by only two of

15This is, up to the current date, the accepted mechanism for generating the charged fermions
masses. Neutrinos, which do not have electrical charge, are able to acquire mass —which cur-
rent experiments on neutrino oscillations have shown is different from zero— through a different
mechanism, reserved for what are known as Majorana particles. These interactions have the form:

LMajorana =

(
ΦC,†ΨL

)2

µ
.

This, however, presents the problem of being a non-renormalizable term.
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them, since SU(3) has only two Cartan generators. Moreover, the two generators
share the same eigenstates, so the eigenvalues of both generators are grouped as a
single charge, known as color. The two Cartan operators are µ3 and µ8:

µ3 =

1 0 0
0 −1 0
0 0 0

 , µ8 =
1√
3

1 0 0
0 1 0
0 0 −2

 . (A.18)

A triplet with eigenvalues
(

1, 1√
3

)
has a red color charge, one with

(
−1, 1√

3

)
has

blue charge, and one with
(

0,− 2√
3

)
has green charge. The components of a triplet

correspond then to the same particle with different colors. This interaction is known
as the strong interaction, and only quarks (and anti-quarks) are known to participate
in it.

Table A.3, also shown in chapter 1, resumes the Standard Model particles and
interactions. Each column in the fermion group gives the SU(2) doublets for both
leptons and quarks. The first doublet component for leptons has an electric charge
of zero, whereas the second one has a charge of −1. For quarks doublets, the first
component has an electric charge of 2/3, and the second one of −1/3. Quarks carry
color charge, and interact through the strong force, whereas leptons do not. Except
for the Higgs boson, which is a scalar boson —this is, transforms under the (0,0)
representation of the Poincairè group—, all interactions are mediated by vector
bosons. For the fermion sector, mass increases while moving down and to the right
in the table; for bosons, mass increases as going down.

Table A.3. The Standard Model of Physics

Fermions Bosons
Name Interaction

Leptons νe νµ ντ Photon Electromagnetic
e µ τ Gluon Strong

Quarks u c t Weak W±, Z0

d s b Higgs Higgs interaction



172 A Speed Course in the Standard Model

A.3 Observables, Scattering Matrix and Feynman Dia-
grams

In order to test the validity of the Standard Model as a mathematical framework able
to explain physical events, it is necessary for it to make predictions on quantities
that can be measured. In the quantum formalism, these dynamical variables are
represented by hermitian operators A—in order for them to have real eigenvalues—
that act on physical states |s⟩. The expectation values of these observables on the
given states are represented by the inner product

⟨A⟩ = ⟨s|A |s⟩ . (A.19)

In most experiments, the researcher aims to determine how does the state of a
system evolves with time under the action of physical interactions. Particularly, in
High Energy Physics, one is interested in the probability amplitudes for scattering
processes and decays, this is, the probability amplitudes for transitions between
states that at t→−∞ or t→ +∞ contain definite numbers of particles of various
types. These are known as in (|α⟩) and out (|β⟩) states, where α and β represent the
multiple labels used to identify them: momenta of the particles contained, their spin
—or helicity, if they are massless—, and species. The collections of amplitudes, given
by

Sβα = ⟨β| α⟩ , (A.20)

is known as the S-matrix, and its components are the probability amplitudes for
transitions between the states α→ β. If there were no interactions S would be
proportional to the identity matrix; thus, of primary interest is the matrix T, defined
as

iT = S− 1. (A.21)

The calculation of the components Tαβ is done with the aid of Feynman Diagrams,
which are graphical representations of the processes to analyze16: each particle

16The treatment given here obscures the connection between this and the previous section; the S
matrix, however, can be seen as a non-finite representation of the operator Ŝ = Ω̂†

+Ω̂−, where Ω̂+ and
Ω̂− are known as the Möller operators, each of which take a state at time t and projects it into a state
at time t→±∞. As first shown by Feynman in his celebrated paper [85] for the non-relativistic case,
under certain conditions (fulfilled by the Standard Model Lagrangian) this product is a functional of
the action integral

S =
∫

d4xL;
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is associated with a line, and each interaction with a vertex joining these lines;
particles in the in and out states correspond to external lines, they fulfill the on-
shell condition p2 = m2, and contribute to the matrix element calculation with their
Poincairè representation; particles associated with internal lines are known as virtual
particles, and due to the Heisenberg Uncertainty Principle, are able to be off-shell
(this is, they do not obey the relation p2 = m2); their contribution is in the form
propagators.

Notice, however, that it is possible to construct diagrams as complicated as
desired, by introducing more and more vertexes and internal lines: as long as the
external lines correspond to the same particles, all diagrams are contributions to the
same transition amplitude. This is remediated by the fact that each interaction is
governed by its own coupling constant g; for electromagnetic and weak interactions,
these constants are smaller than one, and hence diagrams with extra vertexes (which
imply more interactions) are suppressed by a factor of gn, where n is the number of
vertices. It is then possible to achieve very good agreements between experiments
and theory with a fairly low number of relatively simple diagrams. However, the
coupling constant for the strong interaction does not allow for the same treatment,
so alternative methods for their analysis have been developed, and are grouped
under the name of quantum chromodynamics (QCD).

A.4 The Hamiltonian Approach

In the previous section the S matrix was introduced as a representation of the
operator Ŝ which, under certain conditions, can be written in terms of a functional
of the action S :

Ŝ ∝ ei
∫

d4xL.

Though convenient for theoretical remarks, this expression is rarely used for calcula-
tions. Instead, one relies on what is known as perturbation theory, where the main
quantity is not the Lagrangian anymore, but the Hamiltonian H, the operator whose
spectrum is the possible energies of the system. It is related to the Lagrangian by the
transformation

H = ∑
i

[
∂L

∂ (∂0ϕi)
∂0ϕi

]
−L (A.22)

for more on this, see chapter 9 of [80], where the Feynman rules are also derived from this formulation.
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where ∂0 = ∂/∂t, and ϕi represents a generic field. This Hamiltonian can be separated
in free (H0) and interacting (HI) parts, which correspond to the free and interacting
elements in the Lagrangian, respectively. As shown in [80], it is possible to expand
the operator Ŝ as a Dyson’s series, of the form

Ŝ = 1 +
∞

∑
n=1

(−i)n

n!

∫ ∞

−∞
d4x1d4x2...d4xnT {HI(x1)...HI(xn)} (A.23)

where T denotes a time ordered product: operators happening at an earlier time
should act first, so they go to the right. It can be mathematically written as:

T {HI(x1)HI(x2)} = θ
(

x0
1 − x0

2

)
HI(x1)HI(x2) + θ

(
x0

2 − x0
1

)
HI(x2)HI(x1) (A.24)

with θ(y) the Heaviside step function.
As a first approximation, then, it is possible to write

Ŝ = 1− i
∫ ∞

−∞
d4xHI(x) (A.25)

The matrix element Tαβ containing the actual interaction term between states α

and β is then given, at leading order, by

Tαβ = −i
〈
Ŝ− 1

〉
= −

〈∫ ∞

−∞
d4xHI(t)

〉
. (A.26)

Though not proven here (the reader can consult chapter 4 of [86]), Tαβ can be
further divided into a term containing the dynamics of the interaction, and one
describing the kinematics. This is,

Tαβ = (2π)4 δ(4)
(

pα − pβ

)
M (α→ β) . (A.27)

The delta function takes care of energy and momentum conservation, whereas the
dynamics of the interaction is described by the matrix elementM.

The calculation of the B→ Kℓ+ℓ− decay rate in chapter 2 is performed by effec-
tively calculating the expectation value of the interaction Hamiltonian between the
initial and final states.
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The Cabibbo-Kobayashi-Maskawa
Matrix

First proposed by Nicola Cabibbo in 1963 when the quark theory was just an hy-
pothesis, the CKM matrix began with a single term, the Cabibbo angle θc, which
described the weak interaction of down and strange quarks with up quarks. It was
postulated that the object coupling with the up quark through the charged weak
interaction was a linear combination of the down and strange quarks

d′ = cosθcd + sinθcs. (B.1)

However, this led to predictions for the rates of ∆S = 1 processes (this is, processes
in which the number of s quarks changed by one unit) which where in clear conflict
with experimental observations. The explanation came with the introduction of a
new quark, c, which coupled to the linear superposition

s′ = −sinθcd + cosθcs. (B.2)

This postulate, which solves the puzzle of why are FCNC highly suppressed in
nature, is known as the GIM mechanism [87]; it predicted the charm quark four
years before its discovery in 1974.

Notice that it is possible to write(
d′

s′

)
=

(
cosθc sinθc

−sinθc cosθc

)(
d
s

)
(B.3)
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and that the mixing matrix in B.3, which will be denoted by U, corresponds to a
rotation in the d − s plane, and is hence unitary. Therefore, the interaction term
of the Z0 boson with quarks, which is a linear combination of the diagonal SU(2)
operator σ3 and the identity matrix, is proportional to a linear combination of(

UUT 0
0 −UUT

)
=

(
1 0
0 −1

)
(B.4)

(which corresponds to the SU(2) generator W3 part of the Z0) and(
UUT 0

0 UUT

)
=

(
1 0
0 1

)
(B.5)

(which corresponds to the U(1) generator B part of of the Z0), which is flavor
diagonal. Because of this, FCNC are not possible at tree level in the Standard
Model. Moreover, looking at figure B.1 it is easy to see that processes mediated by
loop diagrams with W boson exchanges are also suppressed, in agreement with
experimental observations. In 1973, Kobayashi and Maskawa proved that there is

s

d

sinθc

cosθc

µ−

µ+

u
W−

W+

νµ

s

d

cosθc

−sinθc

µ−

µ+

c
W−

W+

νµ

Fig. B.1 Some of the leading order diagrams for the K→ µ+µ− decay. The quark-quark
vertices are labeled with the components of the Cabibbo matrix. Due to the sign difference
interference of both diagrams is destructive, which leads to a suppression of this process in
nature.

no room for CP violating terms in a Lagrangian constructed from only four quarks
[88]. CP violation is required, among others, for the explanation of the asymmetry
between matter and antimatter in the universe, as explained by Sakharov in 1967
[89]. In order to introduce CP violating terms in the Standard Model, Kobayashi
and Maskawa postulated the existence of a new doublet, for then one of the phases
in the weak mixing matrix is not longer superfluous (it cannot be absorbed in a
redefinition of the quark fields), and this induces CP violation. This mixing matrix



177

is known as the Cabibbo-Kobayashi-Maskawa matrix:

VCKM =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


=

 c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13

s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13


(B.6)

where cij = cosθij, sij = sinθij, θ12, θ13 and θ23 are the 3 Euler angles needed to
describe a rotation in 3 dimensions and δ is a complex phase. Notice that the
unitarity of the CKM matrix implies

∑
i

VijV∗ik = δjk and ∑
j

VijV∗kj = δik. (B.7)

Experimentally s13≪ s23≪ s12≪ 1, and it is convenient to express this hierarchy
using the Wolfestein parameterization [90]. With:

s12 = λ, s23 = Aλ2, s13eiδ = Aλ3 (ρ + iη)

it is possible to write VCKM up to O
(
λ4) terms as

VCKM =

 1− λ2 λ Aλ3 (ρ− iη)
−λ 1− λ2/2 Aλ2

Aλ3 (1− ρ− iη) −Aλ2 1

+O
(

λ4
)

. (B.8)

In the Effective Hamiltonian treatment of FCNC, the Wilson coefficients can be
written as [39]

Ck ∝ ∑
i=u,c,t

λiF(xi) or ∑
i=u,c,t

λiλj F̃(xi, xj) (B.9)
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where F and F̃ are functions of xi = m2
i /m2

W , and

λi =


V∗isVid for s→ d transitions,
V∗ibVid for b→ d transitions,
V∗ibVis for b→ s transitions;

(B.10)

thus, equation B.7 can be written as

λt + λc + λu = 0 (B.11)

which implies that Ck = 0 if xu = xc = xt. This is an effect, again, of the GIM
mechanism. What forbids a complete suppression of these processes and breaks the
mechanism is the disparity of the quark masses. Notice, however, that mc,mu≪mW ,
which implies xc ≈ xu ≈ 0. This highlights the importance of B processes, in which
the appearance of the top quark in the internal loop effectively removes the GIM
suppression, making the B decays particularly useful for studying FCNC transitions,
in comparison of D decays, where only d, s and b quarks appear in the internal
loops.



Appendix C

How is the Bremsstrahlung Relation
Set

The procedure for creating the Bremsstrahlung named relation between a track and
a ECL cluster occurs during the offline reconstruction, after clusters, tracks and
vertices, have been identified.

It starts with the selection of all tracks in the event for which the electron ID is
higher than any other particle ID and with a momentum of less than 5 GeV. For
these tracks, hits at the beampipe (at a radius of 1 cm) and at the outer SVD wall (at a
radius of 16 cm) are created by extrapolation. Then, the polar (θh) and azimuthal (ϕh)
angles for the extrapolated hits and all the track hits in the VXD region are retrieved,
and their errors, ∆θh and ∆ϕh, calculated.

Next, ECL clusters which were not associated with a track during the reconstruc-
tion, and with an energy which is a fraction of the track momentum higher than
2%, are fetched; for each of these clusters, the polar (θc) an azimuthal (ϕc) angles
and their respective errors (∆θc and ∆ϕc), are obtained. Then, the algorithm loops
over all the hits obtained previously and checks if θc − ∆θc ≤ θh ≤ θc + ∆θc and
ϕc− ∆ϕc ≤ ϕh ≤ ϕc + ∆ϕc. If this is the case, it then calculates the difference between
the directional vectors of the hit and the cluster:

s =
∣∣∣d̂h − d̂c

∣∣∣ , where d̂i = (sinθi cosϕi, sinθi sinϕi, cosϕi) (C.1)

and then selects the hit with the smallest s. From this hit, the effective acceptance
factor is obtained as

min
(
|cosθc − cosθh|

∆ϕc + ∆ϕh
,
|sinθc sinϕc − sinθh sinϕh|

∆θc + ∆θh

)
(C.2)



180 How is the Bremsstrahlung Relation Set

Finally, if the hit selected has a transverse momentum which is smaller than 4 GeV,
and s is less than 0.051, a Bremsstrahlung named relation is established between
the track and the cluster. The weight of the relation is then given by the effective
acceptance factor. The pseudocode for this procedure is shown in algorithm 1.

1Notice that, for such small value of s, the distance between the two vectors can be interpreted as
an arc length. Moreover, since the two vectors are unitary, this arc length is nothing but the angle
between the two. Hence, this restriction on s can be interpreted as a veto in the angle between the
photon and the electron directions above 50 mrad.
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Algorithm 1: Bremsstrahlung recovery algorithm
Data: Tracks and ECL Clusters for the event
Result: Bremsstrahlung relation between some tracks and clusters
best hit←− None;
smallest distance←− None;
effective acceptace factor←− None;
forall Tracks do

if track energy < 5 GeV and track most probable particle = electron then
extrapolate hits to the beam pipe and outer SVD walls;
forall ECL clusters do

if 0.02 × track energy < cluster energy < track energy and cluster has
not relation from any track in Tracks then

get θc, ϕc, ∆θc and ∆ϕc;
forall VXD hits and extrapolated hits do

get θh, ϕh, ∆θh and ∆ϕh;
if θc − ∆θc ≤ θh ≤ θc + ∆θc and ϕc − ∆ϕc ≤ ϕh ≤ ϕc + ∆ϕc
then

get acceptance factor for the hit (equation C.2);
get s (equation C.1);
if best hit = None then

best hit←− hit;
smallest distance←− s;
effective acceptance factor←− hit acceptance factor;

end
else if s < smallest distance then

best hit←− hit;
smallest distance←− s;
effective acceptance factor←− hit acceptance factor;

end
end

end
if best hit ̸= None and best hit transverse momentum < 4 GeV and
smallest distance < 0.05 then

set Bremsstrahlung cluster relation to track;
relation weight←− effective acceptance factor;

end
end

end
end

end





Appendix D

Figure of Merit Plots for the
Charmonium Veto Regions

This appendix presents the resulting values for the figure of merit

FOM =
NS√

NS + NB
(D.1)

for multiple candidates of the charmonium veto regions. NS is the number of
signal events which survive the veto, and NB the number of background events.
These are obtained from a 2 ab−1 MC sample of BB+qq events after the initial
reconstruction procedure and the Dalitz/conversion veto. The calculation of the
FOM for the ψ (2S) resonances is done after the veto for the J/ψ resonance is applied.

From the plot, the regions that maximize the FOM value are:

B0→ K0
s µ+µ− −0.058 GeV < q−m (J/ψ) < 0.034 GeV

B+→ K+µ+µ− −0.120 GeV < q−m (J/ψ) < 0.044 GeV

B0→ K0
s e+e− −0.165 GeV < q−m (J/ψ) < 0.055 GeV

B+→ K+e+e− −0.120 GeV < q−m (J/ψ) < 0.055 GeV

We choose to apply a single veto on a group decays with the same lepton flavor,
and select it by joining the best regions for each decay in the group. The final veto
regions are then

B→ Kµ+µ− −0.12 GeV < q−m (J/ψ) < 0.06 GeV

B+→ K+e+e− −0.17 GeV < q−m (J/ψ) < 0.07 GeV
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Fig. D.1 Figure of merit distribution for the different J/ψ veto windows
[
qlow,qhigh

]
.

The procedure for ψ (2S) is analogous. From figure D.2, the best regions are:

B0→ K0
s µ+µ− −0.179 GeV < q−m (ψ (2S)) < 0.041 GeV

B+→ K+µ+µ− −0.084 GeV < q−m (ψ (2S)) < 0.031 GeV

B0→ K0
s e+e− −0.094 GeV < q−m (ψ (2S)) < 0.031 GeV

B+→ K+e+e− −0.073 GeV < q−m (ψ (2S)) < 0.063 GeV

In this case the best region for the neutral muon channel is specially broad; this is
due to low statistics of the sample, since increasing the veto window would still get
rid of non-peaking background as well. If the reduction of non-peaking background
achieved by this is greater than the reduction in the number of signal events selected,
the FOM gets maximized. Hence, this time, we rely on the percentage of rejected
charmonium events to select the veto region. In order to reject at least 99.7% of the
peaking background, the cuts applied are:
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Fig. D.2 Figure of merit distribution for the different ψ (2S) veto windows
[
qlow,qhigh

]
.

B→ Kµ+µ− −0.11 GeV < q−m (J/ψ) < 0.05 GeV

B+→ K+e+e− −0.13 GeV < q−m (J/ψ) < 0.07 GeV





Appendix E

Boosted Decision Trees

In this appendix we briefly discuss the use of a collection of weak classifiers, known
as decision trees, to deliver a robust and powerful classification output. A thorough
overview of boosting can be found in [91].

Decision trees are a supervised learning method for classification and regression.
They are composed of nodes, which represent tests on a variable (e.g., is the variable
higher or lower than certain threshold value), and from which two or more branches
lead to different nodes, according to the result of the test performed. Once a node
with no more branches is reached (a leaf node), the output of the classification is
calculated by different means: in classification, it is usual to classify the incoming
event according to the largest class in the leaf the event is assigned to. The maximum
number of nodes between the first one (or root) and each one of the leaves is known
as the height (or depth) of the tree.

In the case at hand, we aim to establish the probability y(i) that an event, de-
scribed by the parameters x(i) =

{
x(i)1 , ..., x(i)N

}
, corresponds to a signal event. A

perfect classifier would have y(i) ∈ {0,1} for every i; this would imply a perfect
knowledge of all possible values of x for signal events. However, given the finite
nature of the training data on which these classifiers are built, their output is instead
a continuous variable in the range [0,1], following a distribution different to y(i); let
this approximation be ŷ(i). The closer ŷ(i) is to one (zero), the more likely it is that
the event corresponds to a signal (background) one.

Decision trees work by selecting as the variable for the next node the one that
maximizes a certain criterion, usually the information gain, or minimize some other,
such as the Gini impurity. Deep decision trees can reduce the impurity of each of
their leaf nodes to zero when performing over the training dataset, at the cost of
generalizing poorly to unseen cases; this is, the trees overfit the training distribution;
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on the contrary, a shallow tree can generalize well to new data, but has a low
separation power.

E.1 Boosted Decision Trees

BDTs follow a different approach: they approximate the probability distribution
y(x1, .., xN) as the sum of shallow trees:

ŷ (x1, ..., xN) =
M

∑
m=0

fm (x1, ..., xN) . (E.1)

The fm functions are chosen in order to minimize the expected value of a loss
function, L(y, ŷ), which measures the goodness of the fit. For signal/background
classification, each event can be seen as an independent Bernoulli trial, for which
the proper success probability ŷ(i) needs to be determined. Assume that, for N
events, the first n where signal events, and the remaining N − n background1. The
estimated probability of observing this distribution is given by

ŷ(1) · ... · ŷ(n)
(

1− ŷ(n+1)
)
· ... ·

(
1− ŷ(N)

)
(E.2)

since this is precisely the distribution we observe, it would be natural to expect this
probability to be as high as possible. This is, the values of each ŷ(i) are such that the
product is a maximum. In order to simplify the calculations, we use the logarithm of
the previous function, as the logarithm is a monotonically increasing function; hence,
we define the loss function as the negative of the logarithm, and the maximization
problem becomes a minimization one:

L(y, ŷ) = −
[
∑

i
ln
(

ŷ(i)
)
+ ∑

j
ln
(

1− ŷ(j)
)]

(E.3)

where i runs over all the signal events, and j over all the background ones. It is
possible to make an explicit use of the target variable y by keeping in mind that, for

1Notice tha the order of signal and background events does matter, as the corresponding parame-
ters x(i) will be different.
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signal (background) events, y(i) = 1(0). Hence,

L(y, ŷ) = −
[

N

∑
i=1

y(i) ln
(

ŷ(i)
)
+
(

1− yi
)

ln
(

1− ŷ(j)
)]

. (E.4)

Boosting then constructs the function ŷ by adding multiple weak learners in a
weighted fashion

ŷ (x1, ..., xN) =
M

∑
m=0

βmh (x1, ..., xN|am) . (E.5)

Here, h is the mapping function of the weak classifiers, am are the specific parameters
for the m-th classifier, and βm is the weight associated with it. The values for βm and
am are obtained from a fit to the training data in a stage-wise approach. An initial
proxy for ŷ,

ŷ (x1, ..., xN) = F0 (x1, ..., xN)

is proposed, and then, for m = 1, ..., M, βm and am are obtained by minimizing the
loss function for the new proxy Fm (x) = Fm−1 (x) + βh (x|a):

(βm,am) = argmin
β,a

L (y, Fm−1 (x) + βh (x|a)) . (E.6)

Gradient boosting is an approximate solution to equation E.6, that works for any
differentiable loss function. It is divided in two steps; in the first one, the gradient of
the loss function with respect to the previous proxy approximation is obtained for
each training example. These gradients are known as the pseudo-residuals r(i)

r(i)m =
∂L
(

y(i), Fm−1

(
x(i)
))

∂Fm−1
(
x(i)
) , (E.7)

where, in the case of signal/background classification

L
(

y(i), F
(

x(i)
))

=

− ln
(

F
(

x(i)
))

, if y(i) = 1

− ln
(

1− F
(

x(i)
))

, if y(i) = 0.
(E.8)

These pseudo-residuals are then used to obtain the the parameters am by a
least-squares approach:

am = argmin
a,ρ

∑
i

[
r(i)m − ρh

(
x(i)|a

)]
. (E.9)
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Next, the value of the parameter βm is obtained by a simpler version of equation
E.6, in which the am is fixed:

βm = argmin
β

L (y, Fm−1 (x) + βh (x|a)) . (E.10)

BDTs are hence a particular type of boosted gradient classifiers, in which the
weak learners correspond to shallow trees, and the am parameters represent the
variable/cut-value pairs for the nodes in the tree. At each m iteration, a classification
tree partitions the x-space into K disjoint regions

{
R(k)

m

}
k=1,...,K

, where K corresponds

to the number of leaf-nodes in the tree, and predicts a constant value for each one.
As mentioned before, this constant value is usually the mean over the x-subspace
mapped to that leaf. With trees, equation E.10 can be solved separately within
each region. Empirically, it was found that the introduction of a learning rate (or
shrinkage) parameter 0 < ν ≤ 1 in the update step for the solution leads to a smaller
generalization error. Hence, for m = 1, ..., M:

Fm (x) = Fm−1 (x) + ν · βmh (x|am) . (E.11)

E.2 Boosting to Flatness

Rogozhnikov et al [92] introduced some novel methods in order to assure that the
the BDT output is not correlated with variables of interest, which would introduce
undesirable biases in the analysis. The one used in this analysis is what they call
the uGBFL(bin) algorithm; it introduces an extra term into the loss function to be
minimized by the BDT, which grows larger the more non-uniform the BDT output
is over the range of the variables of interest; this term is based in the fact that,
if the data pertaining to the variables of interest is binned, any cut in the output
of a uniform classifier will result in roughly the same selection efficiency (within
statistical fluctuations) for each of the bins. The exact form of the flatness penalty
term is:

Lflat = ∑
b

wb

∫
|Fb(ŷ)− F(ŷ)|2 dŷ, (E.12)

where b ranges over all the bins and wb is the (weighted) fraction of events in bin
b; Fb(ŷ) and F(ŷ) are similar, and correspond to the cumulative distributions of
fb(ŷ) and f (ŷ), respectively, where fb(ŷ) is the distribution of the classifier output
in the bin b and f (ŷ) is the global distribution of the classifer output. This loss
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function is added to the one in equation E.4 after being weighted by a factor α, which
determines the relative importance of having a flat distribution against having a
strong separation power.





Appendix F

Distribution of the MVA Training
Variables

The following plots depict the distribution of the all the available training variables
for the MVA classifiers, for events in the charmonium veto regions, after applying the
initial reconstruction cuts and the D meson and Dalitz vetoes. The filled histogram
represents the distribution for MC13 data, composed of 2 ab−1 of BB and qq events,
using as cross sections the values presented in table 3.2; the black dots correspond
to 11.53 fb−1 of experimental data. The numbers after each decay mode represent
the p-value of the Kolmogorov-Smirnoff test, which measures how similar two
distributions are.
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Appendix G

Efficiency and Fake Rate Correction
Tables from Particle ID Studies

This appendix presents the longtables with the reconstruction efficiencies for data
and MC used to obtain the correction factors for the different particle IDs used in this
study; it also includes the longtables for pion to lepton fakes rates used in chapter 6.
Some bins lack the sufficient number of events required to obtain a reliable correction
factor; consequently, reconstructed events that fall inside these regions are properly
discarded in the different stepst of the data analysis.

Table G.1. Selection efficiencies and efficiency correction terms for the kaon ID

pK[GeV] cosθK εdata εMC rkaonID

(0.50,1.00) (−0.866,−0.682) 0.34± 0.02 0.33± 0.01 1.04± 0.07

(−0.682,−0.423) 0.52± 0.02 0.62± 0.01 0.84± 0.03

(−0.423,−0.104) 0.87± 0.01 0.88± 0.00 1.00± 0.01

(−0.104,0.225) 0.84± 0.01 0.85± 0.00 0.98± 0.01

(0.225,0.500) 0.83± 0.01 0.82± 0.01 1.01± 0.02

(0.500,0.766) 0.82± 0.01 0.80± 0.01 1.02± 0.02

(0.766,0.883) 0.81± 0.02 0.83± 0.01 0.97± 0.02

(0.883,0.956) 0.81± 0.03 0.88± 0.01 0.93± 0.03

(1.00,1.50) (−0.866,−0.682) 0.06± 0.01 0.12± 0.01 0.46± 0.09

(−0.682,−0.423) 0.41± 0.02 0.45± 0.01 0.93± 0.04
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Table G.1. Selection efficiencies and efficiency correction terms for the kaon ID

pK[GeV] cosθK εdata εMC rkaonID

(−0.423,−0.104) 0.87± 0.01 0.87± 0.00 1.00± 0.01

(−0.104,0.225) 0.79± 0.01 0.83± 0.00 0.95± 0.01

(0.225,0.500) 0.80± 0.01 0.81± 0.00 0.99± 0.02

(0.500,0.766) 0.82± 0.01 0.83± 0.00 0.99± 0.01

(0.766,0.883) 0.79± 0.02 0.80± 0.01 0.99± 0.02

(0.883,0.956) 0.78± 0.02 0.78± 0.01 1.01± 0.03

(1.50,2.00) (−0.866,−0.682) 0.26± 0.02 0.22± 0.01 1.16± 0.11

(−0.682,−0.423) 0.58± 0.01 0.46± 0.01 1.24± 0.04

(−0.423,−0.104) 0.88± 0.01 0.89± 0.00 0.99± 0.01

(−0.104,0.225) 0.84± 0.01 0.87± 0.00 0.97± 0.01

(0.225,0.500) 0.80± 0.01 0.83± 0.00 0.96± 0.01

(0.500,0.766) 0.81± 0.01 0.85± 0.00 0.96± 0.01

(0.766,0.883) 0.79± 0.02 0.77± 0.01 1.04± 0.02

(0.883,0.956) 0.73± 0.03 0.68± 0.01 1.08± 0.04

(2.00,2.50) (−0.866,−0.682) 0.12± 0.02 0.10± 0.01 1.17± 0.24

(−0.682,−0.423) 0.40± 0.02 0.30± 0.01 1.33± 0.06

(−0.423,−0.104) 0.88± 0.01 0.86± 0.00 1.02± 0.01

(−0.104,0.225) 0.78± 0.01 0.83± 0.00 0.93± 0.02

(0.225,0.500) 0.74± 0.01 0.79± 0.00 0.94± 0.02

(0.500,0.766) 0.77± 0.01 0.80± 0.00 0.96± 0.01

(0.766,0.883) 0.78± 0.02 0.78± 0.01 1.00± 0.02

(0.883,0.956) 0.88± 0.02 0.85± 0.01 1.04± 0.03

(2.50,3.00) (−0.866,−0.682) 0.04± 0.03 0.06± 0.01 0.69± 0.52

(−0.682,−0.423) 0.26± 0.02 0.23± 0.01 1.13± 0.09

(−0.423,−0.104) 0.79± 0.02 0.84± 0.01 0.95± 0.02
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Table G.1. Selection efficiencies and efficiency correction terms for the kaon ID

pK[GeV] cosθK εdata εMC rkaonID

(−0.104,0.225) 0.76± 0.02 0.80± 0.01 0.94± 0.02

(0.225,0.500) 0.67± 0.01 0.72± 0.01 0.94± 0.02

(0.500,0.766) 0.70± 0.01 0.73± 0.00 0.95± 0.02

(0.766,0.883) 0.76± 0.02 0.81± 0.01 0.94± 0.02

(0.883,0.956) 0.89± 0.02 0.87± 0.01 1.01± 0.03

(3.00,3.50) (−0.866,−0.682) 0.06± 0.05 0.01± 0.01 8.73± 13.50

(−0.682,−0.423) 0.20± 0.03 0.22± 0.01 0.93± 0.16

(−0.423,−0.104) 0.74± 0.03 0.79± 0.01 0.93± 0.03

(−0.104,0.225) 0.66± 0.02 0.73± 0.01 0.90± 0.03

(0.225,0.500) 0.61± 0.02 0.64± 0.01 0.95± 0.03

(0.500,0.766) 0.63± 0.01 0.68± 0.01 0.92± 0.02

(0.766,0.883) 0.73± 0.02 0.79± 0.01 0.93± 0.02

(0.883,0.956) 0.89± 0.02 0.91± 0.01 0.98± 0.03

(3.50,4.50) (−0.866,−0.682) 0.00± 70607.40 0.00± 0.06 0.00± nan

(−0.682,−0.423) 0.27± 0.10 0.24± 0.04 1.11± 0.44

(−0.423,−0.104) 0.70± 0.05 0.77± 0.02 0.91± 0.07

(−0.104,0.225) 0.61± 0.03 0.67± 0.01 0.90± 0.05

(0.225,0.500) 0.58± 0.02 0.61± 0.01 0.95± 0.04

(0.500,0.766) 0.57± 0.02 0.68± 0.01 0.85± 0.02

(0.766,0.883) 0.63± 0.02 0.76± 0.01 0.82± 0.03

(0.883,0.956) 0.86± 0.03 0.90± 0.01 0.96± 0.03



208 Eff. and Fake Rate Correction Tables from PID Studies

Table G.2. Selection efficiencies and efficiency correction terms for the electron ID

pe[GeV] cosθe charge εdata εMC relectronID

(0.50,1.00) (−0.908,−0.612) + 0.48± 0.25 0.86± 0.07 0.55± 0.29

− 0.29± 0.21 0.46± 0.07 0.69± 0.57

(−0.612,−0.304) + 0.88± 0.15 1.03± 0.05 0.86± 0.15

− 0.79± 0.14 0.96± 0.03 0.82± 0.14

(−0.304,0.001) + 0.93± 0.16 0.93± 0.04 1.01± 0.18

(0.001,0.427) − 0.77± 0.18 0.98± 0.04 0.79± 0.19

(1.00,1.50) (−0.908,−0.612) + 0.80± 0.05 0.90± 0.02 0.89± 0.06

− 0.28± 0.03 0.48± 0.02 0.58± 0.07

(−0.612,−0.304) + 0.95± 0.02 0.98± 0.01 0.97± 0.02

− 0.77± 0.02 0.86± 0.01 0.90± 0.02

(−0.304,0.001) + 1.00± 0.02 0.99± 0.01 1.02± 0.02

− 0.96± 0.02 0.98± 0.01 0.98± 0.02

(0.001,0.427) + 0.97± 0.01 0.99± 0.01 0.99± 0.02

− 0.94± 0.02 0.98± 0.01 0.97± 0.02

(0.427,0.847) + 1.01± 0.03 1.01± 0.01 1.00± 0.03

− 0.94± 0.03 1.00± 0.01 0.95± 0.03

(0.847,0.976) + 0.94± 0.16 1.03± 0.06 0.93± 0.16

− 0.37± 0.22 1.14± 0.09 0.34± 0.21

(1.50,2.00) (−0.908,−0.612) + 0.77± 0.09 0.95± 0.02 0.81± 0.10

− 0.49± 0.07 0.76± 0.03 0.64± 0.09

(−0.612,−0.304) + 0.98± 0.02 1.00± 0.01 0.99± 0.02

− 0.92± 0.02 0.95± 0.01 0.97± 0.02

(−0.304,0.001) + 0.99± 0.01 1.00± 0.00 0.99± 0.01

− 0.98± 0.01 0.99± 0.00 0.99± 0.01

(0.001,0.427) + 0.99± 0.01 1.01± 0.00 0.99± 0.01
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Table G.2. Selection efficiencies and efficiency correction terms for the electron ID

pe[GeV] cosθe charge εdata εMC relectronID

− 0.96± 0.01 0.99± 0.00 0.98± 0.01

(0.427,0.847) + 1.02± 0.01 0.99± 0.00 1.03± 0.01

− 0.97± 0.01 0.97± 0.00 0.99± 0.01

(0.847,0.976) + 0.97± 0.04 1.01± 0.01 0.96± 0.05

− 0.96± 0.05 0.97± 0.01 0.99± 0.05

(2.00,2.50) (−0.908,−0.612) − 0.36± 0.49 0.78± 0.36 0.51± 0.86

(−0.612,−0.304) + 0.89± 0.12 1.00± 0.03 0.89± 0.12

(−0.304,0.001) + 0.96± 0.05 1.00± 0.01 0.96± 0.05

− 0.92± 0.05 0.98± 0.01 0.94± 0.05

(0.001,0.427) + 1.00± 0.02 1.00± 0.01 1.00± 0.02

− 0.94± 0.02 0.99± 0.01 0.95± 0.02

(0.427,0.847) + 0.99± 0.01 1.00± 0.00 1.00± 0.01

− 0.97± 0.01 0.98± 0.00 0.99± 0.01

(0.847,0.976) + 1.00± 0.03 1.00± 0.01 1.00± 0.04

− 0.94± 0.04 0.97± 0.01 0.96± 0.04

(2.50,3.00) (−0.304,0.001) + 0.89± 0.22 1.03± 0.16 0.81± 0.31

(0.001,0.427) + 1.03± 0.12 1.00± 0.02 1.06± 0.10

− 0.94± 0.09 0.99± 0.03 0.93± 0.09

(0.427,0.847) + 0.96± 0.03 1.00± 0.01 0.95± 0.03

− 0.98± 0.03 0.99± 0.01 0.99± 0.04

(0.847,0.976) + 1.03± 0.10 1.01± 0.02 1.03± 0.09

− 1.02± 0.07 0.97± 0.02 1.05± 0.08
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Table G.3. Selection efficiencies and efficiency correction terms for the muon ID

pµ[GeV] cosθµ charge εdata εMC rmuonID

(0.50,1.00) (−0.908,−0.612) + 0.48± 0.25 0.86± 0.07 0.55± 0.29

− 0.29± 0.21 0.46± 0.07 0.69± 0.57

(−0.612,−0.304) + 0.88± 0.15 1.03± 0.05 0.86± 0.15

− 0.79± 0.14 0.96± 0.03 0.82± 0.14

(−0.304,0.001) + 0.93± 0.16 0.93± 0.04 1.01± 0.18

(0.001,0.427) − 0.77± 0.18 0.98± 0.04 0.79± 0.19

(1.00,1.50) (−0.908,−0.612) + 0.80± 0.05 0.90± 0.02 0.89± 0.06

− 0.28± 0.03 0.48± 0.02 0.58± 0.07

(−0.612,−0.304) + 0.95± 0.02 0.98± 0.01 0.97± 0.02

− 0.77± 0.02 0.86± 0.01 0.90± 0.02

(−0.304,0.001) + 1.00± 0.02 0.99± 0.01 1.02± 0.02

− 0.96± 0.02 0.98± 0.01 0.98± 0.02

(0.001,0.427) + 0.97± 0.01 0.99± 0.01 0.99± 0.02

− 0.94± 0.02 0.98± 0.01 0.97± 0.02

(0.427,0.847) + 1.01± 0.03 1.01± 0.01 1.00± 0.03

− 0.94± 0.03 1.00± 0.01 0.95± 0.03

(0.847,0.976) + 0.94± 0.16 1.03± 0.06 0.93± 0.16

− 0.37± 0.22 1.14± 0.09 0.34± 0.21

(1.50,2.00) (−0.908,−0.612) + 0.77± 0.09 0.95± 0.02 0.81± 0.10

− 0.49± 0.07 0.76± 0.03 0.64± 0.09

(−0.612,−0.304) + 0.98± 0.02 1.00± 0.01 0.99± 0.02

− 0.92± 0.02 0.95± 0.01 0.97± 0.02

(−0.304,0.001) + 0.99± 0.01 1.00± 0.00 0.99± 0.01

− 0.98± 0.01 0.99± 0.00 0.99± 0.01

(0.001,0.427) + 0.99± 0.01 1.01± 0.00 0.99± 0.01
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Table G.3. Selection efficiencies and efficiency correction terms for the muon ID

pµ[GeV] cosθµ charge εdata εMC rmuonID

− 0.96± 0.01 0.99± 0.00 0.98± 0.01

(0.427,0.847) + 1.02± 0.01 0.99± 0.00 1.03± 0.01

− 0.97± 0.01 0.97± 0.00 0.99± 0.01

(0.847,0.976) + 0.97± 0.04 1.01± 0.01 0.96± 0.05

− 0.96± 0.05 0.97± 0.01 0.99± 0.05

(2.00,2.50) (−0.908,−0.612) − 0.36± 0.49 0.78± 0.36 0.51± 0.86

(−0.612,−0.304) + 0.89± 0.12 1.00± 0.03 0.89± 0.12

(−0.304,0.001) + 0.96± 0.05 1.00± 0.01 0.96± 0.05

− 0.92± 0.05 0.98± 0.01 0.94± 0.05

(0.001,0.427) + 1.00± 0.02 1.00± 0.01 1.00± 0.02

− 0.94± 0.02 0.99± 0.01 0.95± 0.02

(0.427,0.847) + 0.99± 0.01 1.00± 0.00 1.00± 0.01

− 0.97± 0.01 0.98± 0.00 0.99± 0.01

(0.847,0.976) + 1.00± 0.03 1.00± 0.01 1.00± 0.04

− 0.94± 0.04 0.97± 0.01 0.96± 0.04

(2.50,3.00) (−0.304,0.001) + 0.89± 0.22 1.03± 0.16 0.81± 0.31

(0.001,0.427) + 1.03± 0.12 1.00± 0.02 1.06± 0.10

− 0.94± 0.09 0.99± 0.03 0.93± 0.09

(0.427,0.847) + 0.96± 0.03 1.00± 0.01 0.95± 0.03

− 0.98± 0.03 0.99± 0.01 0.99± 0.04

(0.847,0.976) + 1.03± 0.10 1.01± 0.02 1.03± 0.09

− 1.02± 0.07 0.97± 0.02 1.05± 0.08
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Table G.4. Pion to electron fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

(0.40,0.50) (−0.908,−0.612) + 0.022± 0.001 0.003± 0.000 6.78± 0.74

− 0.014± 0.001 0.003± 0.000 5.18± 0.72

(−0.612,−0.304) + 0.032± 0.001 0.006± 0.000 5.17± 0.43

− 0.026± 0.001 0.007± 0.000 3.62± 0.26

(−0.304,0.001) + 0.026± 0.001 0.008± 0.000 3.11± 0.24

− 0.021± 0.001 0.009± 0.000 2.25± 0.16

(0.001,0.427) + 0.031± 0.001 0.010± 0.000 3.22± 0.16

− 0.025± 0.001 0.011± 0.001 2.20± 0.14

(0.427,0.847) + 0.040± 0.001 0.019± 0.000 2.14± 0.07

− 0.038± 0.001 0.020± 0.000 1.86± 0.05

(0.847,0.976) + 0.034± 0.001 0.005± 0.000 6.68± 0.68

− 0.032± 0.001 0.006± 0.000 5.22± 0.49

(0.50,1.00) (−0.908,−0.612) + 0.005± 0.000 0.001± 0.000 3.69± 0.71

− 0.001± 0.000 0.000± 0.000 2.35± 1.00

(−0.612,−0.304) + 0.027± 0.001 0.014± 0.000 2.00± 0.09

− 0.022± 0.001 0.014± 0.000 1.53± 0.07

(−0.304,0.001) + 0.025± 0.001 0.006± 0.000 4.30± 0.43

− 0.017± 0.001 0.006± 0.000 2.90± 0.20

(0.001,0.427) + 0.020± 0.000 0.004± 0.000 5.18± 0.22

− 0.012± 0.000 0.004± 0.000 2.90± 0.20

(0.427,0.847) + 0.020± 0.000 0.008± 0.000 2.52± 0.06

− 0.014± 0.000 0.008± 0.000 1.69± 0.05

(0.847,0.976) + 0.018± 0.004 0.003± 0.001 5.42± 1.92

− 0.019± 0.003 0.004± 0.001 5.23± 1.08

(1.00,1.50) (−0.908,−0.612) + 0.007± 0.003 0.002± 0.001 3.01± 2.26
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Table G.4. Pion to electron fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

− 0.001± 0.001 0.000± 0.001 2.04± 4.45

(−0.612,−0.304) + 0.038± 0.009 0.021± 0.007 1.76± 0.65

− 0.030± 0.004 0.024± 0.007 1.22± 0.35

(−0.304,0.001) + 0.044± 0.002 0.010± 0.001 4.28± 0.58

− 0.033± 0.003 0.011± 0.002 2.95± 0.48

(0.001,0.427) + 0.022± 0.002 0.003± 0.001 6.02± 1.31

− 0.013± 0.001 0.003± 0.001 3.77± 0.96

(0.427,0.847) + 0.019± 0.001 0.012± 0.000 1.65± 0.09

− 0.013± 0.001 0.012± 0.001 1.05± 0.08

(0.847,0.976) + 0.015± 0.003 0.003± 0.001 4.87± 1.85

− 0.019± 0.003 0.003± 0.001 5.85± 1.90

(1.50,2.00) (−0.908,−0.612) + 0.021± 0.007 0.007± 0.005 2.92± 2.78

− 0.002± 0.002 0.002± 0.007 1.30± 2.51

(−0.612,−0.304) + 0.027± 0.012 0.019± 0.009 1.33± 0.87

− 0.022± 0.008 0.017± 0.007 1.18± 0.67

(−0.304,0.001) + 0.036± 0.010 0.004± 0.003 6.10± 3.53

− 0.032± 0.010 0.013± 0.005 2.30± 1.22

(0.001,0.427) + 0.022± 0.005 0.006± 0.002 3.28± 1.50

− 0.015± 0.003 0.006± 0.002 2.58± 1.47

(0.427,0.847) + 0.022± 0.007 0.017± 0.003 1.26± 0.43

− 0.014± 0.005 0.013± 0.003 1.03± 0.43

(0.847,0.976) + 0.019± 0.002 0.005± 0.001 3.36± 1.35

− 0.020± 0.002 0.004± 0.002 4.12± 1.91

(2.00,2.50) (−0.908,−0.612) + 0.015± 0.054 0.017± 0.013 1.00± 1.98

− 0.022± 0.076 0.007± 0.012 1.67± 2.97
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Table G.4. Pion to electron fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

(−0.612,−0.304) + 0.023± 0.013 0.015± 0.007 1.70± 1.70

− 0.015± 0.017 0.018± 0.013 0.92± 1.44

(−0.304,0.001) + 0.031± 0.015 0.009± 0.009 3.40± 2.46

− 0.020± 0.011 0.010± 0.009 1.98± 1.88

(0.001,0.427) + 0.018± 0.008 0.007± 0.003 2.79± 2.12

− 0.014± 0.005 0.008± 0.004 1.85± 1.68

(0.427,0.847) + 0.028± 0.006 0.023± 0.004 1.15± 0.30

− 0.016± 0.002 0.022± 0.003 0.67± 0.16

(0.847,0.976) + 0.017± 0.004 0.011± 0.003 1.63± 1.15

− 0.015± 0.004 0.007± 0.003 2.39± 1.82

(2.50,3.00) (−0.908,−0.612) − 1.015± 0.488 0.854± 0.278 1.27± 0.89

(−0.612,−0.304) − 0.065± 0.124 0.038± 0.105 2.15± 3.54

(−0.304,0.001) + 0.030± 0.172 0.012± 0.047 2.79± 5.27

− 0.035± 0.033 0.016± 0.075 2.50± 3.98

(0.001,0.427) + 0.020± 0.013 0.009± 0.009 2.50± 2.46

− 0.016± 0.013 0.012± 0.007 1.75± 2.41

(0.427,0.847) + 0.035± 0.008 0.016± 0.005 2.11± 1.15

− 0.023± 0.008 0.024± 0.007 0.91± 0.45

(0.847,0.976) + 0.022± 0.007 0.008± 0.006 2.70± 2.40

− 0.023± 0.008 0.006± 0.004 3.32± 2.54
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Table G.5. Pion to muon fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

(0.40,0.50) (−0.857,−0.605) + 0.001± 0.000 0.002± 0.000 0.25± 0.17

− 0.001± 0.002 0.002± 0.000 0.59± 0.88

(−0.531,−0.208) + 0.096± 0.002 0.088± 0.002 1.09± 0.03

− 0.107± 0.002 0.085± 0.002 1.25± 0.04

(−0.208,0.111) + 0.060± 0.001 0.056± 0.001 1.08± 0.03

− 0.067± 0.002 0.055± 0.001 1.23± 0.05

(0.111,0.399) + 0.063± 0.001 0.066± 0.001 0.95± 0.03

− 0.071± 0.002 0.064± 0.001 1.12± 0.04

(0.399,0.682) + 0.115± 0.002 0.132± 0.002 0.88± 0.02

− 0.125± 0.003 0.126± 0.002 1.00± 0.02

(0.682,0.802) + 0.137± 0.002 0.118± 0.003 1.16± 0.03

− 0.145± 0.003 0.112± 0.003 1.28± 0.03

(0.802,0.921) + 0.083± 0.002 0.029± 0.001 2.88± 0.09

− 0.088± 0.002 0.028± 0.001 3.20± 0.11

(0.50,0.70) (−0.857,−0.605) + 0.014± 0.002 0.037± 0.002 0.39± 0.05

− 0.013± 0.001 0.035± 0.002 0.37± 0.03

(−0.605,−0.531) + 0.001± 0.002 0.003± 0.001 0.16± 0.55

− 0.001± 0.001 0.005± 0.001 0.16± 0.14

(−0.531,−0.208) + 0.119± 0.003 0.111± 0.002 1.07± 0.03

− 0.140± 0.004 0.107± 0.002 1.31± 0.04

(−0.208,0.111) + 0.073± 0.002 0.068± 0.002 1.07± 0.04

− 0.088± 0.003 0.066± 0.001 1.35± 0.05

(0.111,0.399) + 0.061± 0.001 0.066± 0.001 0.93± 0.03

− 0.072± 0.002 0.065± 0.001 1.11± 0.03

(0.399,0.682) + 0.085± 0.001 0.102± 0.001 0.83± 0.01



216 Eff. and Fake Rate Correction Tables from PID Studies

Table G.5. Pion to muon fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

− 0.099± 0.001 0.101± 0.001 0.98± 0.02

(0.682,0.802) + 0.132± 0.002 0.153± 0.001 0.86± 0.01

− 0.154± 0.003 0.149± 0.001 1.03± 0.03

(0.802,0.921) + 0.067± 0.001 0.037± 0.001 1.80± 0.05

− 0.075± 0.001 0.035± 0.001 2.11± 0.06

(0.70,1.00) (−0.857,−0.605) + 0.028± 0.001 0.056± 0.002 0.50± 0.03

− 0.027± 0.001 0.054± 0.002 0.49± 0.03

(−0.605,−0.531) + 0.021± 0.002 0.040± 0.003 0.52± 0.07

− 0.022± 0.003 0.046± 0.003 0.48± 0.07

(−0.531,−0.208) + 0.098± 0.002 0.091± 0.001 1.07± 0.03

− 0.104± 0.002 0.088± 0.002 1.19± 0.03

(−0.208,0.111) + 0.080± 0.002 0.076± 0.001 1.05± 0.03

− 0.080± 0.001 0.069± 0.002 1.16± 0.03

(0.111,0.399) + 0.060± 0.001 0.071± 0.002 0.84± 0.03

− 0.060± 0.001 0.068± 0.001 0.89± 0.02

(0.399,0.682) + 0.066± 0.001 0.078± 0.001 0.85± 0.02

− 0.064± 0.001 0.076± 0.001 0.84± 0.02

(0.682,0.802) + 0.090± 0.002 0.117± 0.002 0.77± 0.02

− 0.099± 0.002 0.119± 0.002 0.83± 0.02

(0.802,0.921) + 0.063± 0.001 0.056± 0.001 1.11± 0.03

− 0.067± 0.001 0.056± 0.001 1.20± 0.03

(1.00,1.50) (−0.857,−0.605) + 0.027± 0.009 0.044± 0.010 0.60± 0.23

− 0.024± 0.008 0.041± 0.010 0.57± 0.20

(−0.605,−0.531) + 0.043± 0.020 0.051± 0.021 0.82± 0.46

− 0.035± 0.015 0.045± 0.019 0.76± 0.43
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Table G.5. Pion to muon fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

(−0.531,−0.208) + 0.056± 0.003 0.049± 0.009 1.14± 0.19

− 0.053± 0.003 0.048± 0.004 1.11± 0.11

(−0.208,0.111) + 0.045± 0.002 0.043± 0.002 1.03± 0.06

− 0.045± 0.002 0.043± 0.001 1.05± 0.05

(0.111,0.399) + 0.040± 0.002 0.043± 0.002 0.94± 0.06

− 0.038± 0.002 0.040± 0.002 0.93± 0.05

(0.399,0.682) + 0.039± 0.001 0.043± 0.001 0.90± 0.03

− 0.037± 0.001 0.040± 0.001 0.92± 0.04

(0.682,0.802) + 0.044± 0.002 0.054± 0.002 0.81± 0.04

− 0.040± 0.001 0.054± 0.002 0.74± 0.03

(0.802,0.921) + 0.042± 0.002 0.044± 0.002 0.96± 0.05

− 0.039± 0.002 0.042± 0.001 0.92± 0.05

(1.50,2.00) (−0.857,−0.605) + 0.020± 0.006 0.021± 0.007 0.93± 0.51

− 0.014± 0.006 0.031± 0.006 0.47± 0.26

(−0.605,−0.531) + 0.019± 0.013 0.021± 0.010 1.15± 1.23

− 0.024± 0.009 0.020± 0.011 1.10± 1.00

(−0.531,−0.208) + 0.039± 0.014 0.039± 0.014 0.95± 0.47

− 0.028± 0.010 0.032± 0.010 0.79± 0.33

(−0.208,0.111) + 0.027± 0.007 0.025± 0.008 1.02± 0.40

− 0.025± 0.007 0.025± 0.008 0.94± 0.38

(0.111,0.399) + 0.023± 0.007 0.025± 0.007 0.88± 0.35

− 0.024± 0.008 0.024± 0.006 0.96± 0.35

(0.399,0.682) + 0.022± 0.004 0.025± 0.004 0.87± 0.19

− 0.022± 0.004 0.022± 0.005 0.98± 0.27

(0.682,0.802) + 0.030± 0.004 0.028± 0.003 1.03± 0.18
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Table G.5. Pion to muon fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

− 0.025± 0.005 0.025± 0.003 0.94± 0.25

(0.802,0.921) + 0.024± 0.002 0.026± 0.002 0.91± 0.13

− 0.022± 0.002 0.024± 0.002 0.91± 0.14

(2.00,2.50) (−0.857,−0.605) + 0.024± 0.012 0.016± 0.010 1.74± 2.40

− 0.056± 0.156 0.070± 0.093 0.84± 2.24

(−0.531,−0.208) + 0.051± 0.020 0.033± 0.021 1.51± 1.01

− 0.022± 0.019 0.038± 0.014 0.61± 0.53

(−0.208,0.111) + 0.036± 0.014 0.026± 0.013 1.29± 0.83

− 0.038± 0.007 0.024± 0.007 1.48± 0.68

(0.111,0.399) + 0.022± 0.014 0.037± 0.012 0.56± 0.40

− 0.021± 0.009 0.029± 0.009 0.68± 0.37

(0.399,0.682) + 0.032± 0.009 0.042± 0.010 0.71± 0.28

− 0.021± 0.007 0.031± 0.004 0.68± 0.29

(0.682,0.802) + 0.023± 0.004 0.024± 0.004 0.90± 0.33

− 0.024± 0.004 0.019± 0.005 1.17± 0.49

(0.802,0.921) + 0.019± 0.003 0.031± 0.007 0.53± 0.15

− 0.022± 0.004 0.029± 0.005 0.70± 0.23

(2.50,3.50) (−0.208,0.111) + 0.015± 0.040 0.021± 0.116 0.78± 1.84

− 0.018± 0.034 0.041± 0.030 0.57± 1.24

(0.111,0.399) + 0.024± 0.016 0.045± 0.063 0.54± 0.56

− 0.015± 0.011 0.028± 0.014 0.64± 0.80

(0.399,0.682) + 0.040± 0.011 0.047± 0.012 0.77± 0.32

− 0.037± 0.008 0.043± 0.009 0.79± 0.30

(0.682,0.802) + 0.026± 0.010 0.032± 0.010 0.72± 0.39

− 0.020± 0.011 0.025± 0.008 0.87± 0.62
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Table G.5. Pion to muon fake rates

pπ[GeV] cosθπ charge fake rate (data) fake rate (MC) fake rate ratio

(0.802,0.921) + 0.017± 0.005 0.036± 0.007 0.44± 0.19

− 0.022± 0.005 0.033± 0.007 0.66± 0.28





Appendix H

Fits to MC and to Experimental Data
Inside the Charmonium Sidebands

This appendix shows the fits to the mbc distributions of the B→ Kψ(nS) [→ ℓ+ℓ−] decays,
from which the signal yields are obtained, and the efficiency correction and systematic
uncertainties calculated.
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Appendix I

Fit Results for the K0
S Systematics

Next the fit results for the K0
S systematics study are shown. The MC data corresponds to

200 fb−1 of BB and qq events, using as cross sections the values presented in table 3.2; the
experimental data corresponds to the whole 11.53 fb−1.
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Appendix J

The Extended Maximum Likelihood
Technique

In this appendix we briefly discuss the technique used throughout the study to obtain the
parameters of a fit, known as the extended maximum likelihood technique.

J.1 Likelihood fit

The concept of likelihood was mentioned in appendix E, in the context of function ap-
proximations through weak learners. As then, we start by assuming that we perform a
of identical and statistically independent observations {x1, ..., xn} of a variable x. From
these observations, we want to derive the probability density function for the observable
x. Whereas with Boosted Decision Trees (and other MVA methods) no strong assumption
over the shape of the PDF is made, in the case of a likelihood an ansatz for the type of
function is provided. This is, we assume that the observable x is well described by a function
f (x|θ1, ..., θm) that depends on a series of parameters θi whose values we intend to determine.
A logical approach is to look for those values θ̂i that maximize the quantity

L (θ1, ...,θm) =
n

∏
i=1

f (xi|θ1, ...,θm). (J.1)

L is known as the likelihood. We might as well define the problem as a minimization
one, and simplify the product by introducing a logarithm. Hence, the final objective is the
minimization of the expression

− logL (θ1, ...,θm) = −
n

∑
i=1

log f (xi|θ1, ...,θm). (J.2)
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Once the minimization is done (through a numerical or an exact procedure), one can
expand the log-likelihood around its minimum:

− logL (θ1, ...,θm) ≈ − logL
(
θ̂1, ..., θ̂m

)
+

1
2

m

∑
i,j=1

[
∂2 lnL
∂θi∂θj

](
θi − θ̂i

)(
θj − θ̂j

)
(J.3)

and notice that, the likelihood follows a multidimensional Gaussian profile1:

L (θ1, ...,θm) ∼ exp
(
−∆θTM∆θ

)
(J.4)

where ∆θT =
(
θ1 − θ̂1, ...,θm − θ̂m

)
and M is the m×m matrix:

M =



∂2 logL
∂2θ1

∂2 logL
∂θ1∂θ2

· · · ∂2 logL
∂θ1∂θm

∂2 logL
∂θ2∂θ1

∂2 logL
∂2θ2

· · · ∂2 logL
∂θ2∂θm

...
. . . · · ·

...

∂2 logL
∂θm∂θ1

∂2 logL
∂θm∂θ2

· · · ∂2 logL
∂2θm


. (J.5)

It is then possible to numerically derive the error in the fit for the parameter θi, σi, by
noting that

− logL
(
θ1, ...θ̂i + σi, ..., θ̂m

)
+ logL

(
θ̂1, ...θ̂i, ..., θ̂m

)
≈ 1

2

[
∂2 lnL

∂θ2
i

]
σ2

i =
1
2

. (J.6)

The strategy is then straightforward: keep varying the value of the parameter until the
log-likelihood value increases by 0.5 above its minimum.

J.2 Extended likelihood

It is often the case that, in a study, one wants to determine the absolute rate of a process, and
not only its probability. The concept of extended likelihood incorporates the information
pertaining these rates, by introducing the probability of observing n events given an expected
rate of ν:

L (θ1, ...,θm,ν) =
νne−ν

n!

n

∏
i=1

f (xi|θ1, ...,θm). (J.7)

1This is no longer true if one includes higher terms in the expansion; this results in an asymmetric
profile, which is the cause of the asymmetrical errors in the parameters.
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J.3 Significance

In chapter 6 the statistical significance of a fit under two hypotheses (h0 and h1) is defined as

S =

√
−2log

(
L0

L1

)
(J.8)

where L0 and L1 are the minimized likelihoods for the respective hypothesis. Since the
alternative hypothesis h1 has more free parameters than the null one h0, it will always fit at
least as well as h0. Thus, the ratio inside the logarithm has an upper bound of one, and S is
larger than or equal to zero. Moreover, by Wilks’ theorem, as the sample size n→∞, under
the null hypothesis, the significance follows a χ2 distribution in D dimensions, where D is
the difference in the number of free parameters between h0 and h1; in other words, if h0 is
true, then L1 cannot differ from L0 by a fraction larger than the statistical uncertainties. The
meaning of the statistical significance is then clear: it is a statistic that, in the limit of large
sample sizes, behaves as a χ2 variable, and can be used to measure the probability of the
alternate hypothesis to be wrongly accepted when the null one is true.

From the expression of the extended likelihood, the significance can be written as

S =

√√√√2

[
(ν0 − ν1) +

n

∑
i=1

log
(

ν1 p1 (xi)

ν0 p0 (xi)

)]
(J.9)

where νk and pk are the expected rate and the PDF for hypothesis k. Notice that both terms
inside the squared brackets are extensive, meaning they scale with the number of events. It
is then expected for the significance to scale with the square root of the number of events.
Since in an accelerator the number of experiments is proportional to the luminosity, we
expect S to scale with the square root of the luminosity.





Appendix K

Extra Fits

This chapter presents the plots for the fits mentioned in the main corpus of this work, which
do not appear there.

K.1 Non-peaking backgrounds

These fits were performed to obtain the shape parameters of the non-peaking background
component of the final PDF for their respective decays from 2 ab−1 generic MC background
events were at least one lepton is properly identified.
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Fig. K.1 Extra mbc distributions and fits for the non-peaking backgrounds from MC.
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K.2 Leaked charmonium backgrounds

These fits were performed to obtain the shape parameters and yields of the peaking back-
ground originating from charmonium resonances making it through the veto from dedicated
Monte Carlo simulations of the decays B→ Kψ(nS) [→ ℓ+ℓ−].

Fig. K.2 Extra mbc distributions and fits for the leaking charmonium component of the
background, from dedicated MC samples.
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K.3 Kπ+π− backgrounds

These fits were performed to obtain the shape parameters and yields of the peaking back-
ground originating from B→ Kπ+π− where both pions are misidentified as leptons from
experimental data where all the selection cuts are applied, except for the lepton ID ones,
which are reversed. These events where then weighted by the fake rate for pions in Monte
Carlo.

Fig. K.3 mbc distributions and fits for the Kπ=π− component of the background, using the
pion-to-lepton fake rates in MC.
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Fig. K.4 Extra mbc distributions and fits for the Kπ=π− component of the background, using
the pion-to-lepton fake rates in MC.
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K.4 Signal

These fits were performed to obtain the shape parameters of the signal component of the
final PDF from 11.53 fb−1 of experimental data where all the selection cuts are applied,
except for the charmonium vetoes, which are reversed.

Fig. K.5 mbc distributions and fits for the signal component, using data from the charmonium
sidebands.
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K.5 Combined

These fits were performed on the generic MC data after applying the reconstruction cuts, in
order to determine the significance of the fit at 2 ab−1.

Fig. K.6 Extra mbc distributions and fits for multiple combinations of the decays of interests,
in MC.





Appendix L

Systematic Errors for the Peaking
Background Yields

This appendix resumes the procedure for the calculation of the errors in the expected yields
for the peaking background components (charmonium resonances and Kπ+π−) events.

Each event in the final sample is weighted by a factor w: in the charmonium background,
this weight is basically the expected number of decays at a luminosity of 1 fb−1, which
depends on the type of resonance, the flavor of the decaying B meson and (in a much weaker
way) in the flavor of the lepton pair; for the Kπ+π−, the weight is the pion to lepton fake
rate, which depends on the charge, flavor, momentum and angle of the lepton. All weights
carry an error: for the charmonium resonances, this error is obtained by propagating the
error in the ee→ BB cross section, in the fraction of B+B− to B0B0 pairs produced, and in all
the branching fractions. For the double lepton miss-id background, it is the sum of squares
of the statistical and systematic error of the weights, obtained in [72].

In order to propagate these errors, we perform M = 1000 simulations, in which we obtain
new effective weights associated from a multivariate normal distribution. This distribution
has a mean vector containing the corresponding weight values, and a diagonal covariance
matrix where each non-zero entry corresponds to the inverse of the squared error of each
weight. For each one of these simulations, the yield is calculated as the sum of these effective
weights, and we assign a systematic error equal to the standard deviation of these 1000
yields.

Since the statistical error in the weights for Kπ+π− decays is large, there is room for
improvement from larger data samples. Hence, we also calculate the systematic error in the
yield for Kπ+π− decays at a luminosity of 50 ab−1 by rescaling the statistical error in the
weights and repeating the previous procedure.

The total error in the yield is then taken as the sum of squares of this systematic error,
and the statistical error obtained from the fits. For the B→ Kπ+π−, since the luminosity
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used for normalization is the one from the experimental dataset, we also propagate its error
into the yield error.



Appendix M

Fits to the MC Data Using the Belle
Parameterization for the Non-peaking
Background

In this work, the PDF modeling the non-peaking background followed the form described
by equation 5.13; on the other side, in the Belle analysis mentioned in chapter 7 [76], the
parameterization of this component is given by

f (mbc) = mbc

(
1−

[mbc

c

]2
)p

exp
(

χ

[
1−

(mbc

c

)2
])

. (M.1)

with p = 0.5 (notice that the sign of the χ parameter matters, contrary to equation 5.13).
In order to check the effect of this in the “rediscovery” luminosity, we parameterized the
non-peaking background following equation M.1. The results are shown in figure M.1.

Comparing the two parameterizations, it is seen that the shape parameter χBelle in
equation M.1 and the χBelle II one in equation 5.13, should be related by the expression

χBelle = −
χ2

Belle II
2

. (M.2)

This is the case for the electron modes; for the muon ones, though the central values do
not follow this relation, the error in the χBelle values are large enough to dim these results
consistent; the shapes of the parameterizations are pretty much the same (compare figures
6.2 and M.1).

As a further check, we perform the fitting on the MC final mbc distributions (see figure
M.2), and extract the signal yields using the new parameterization. Notice that these yields
are in very agreement with the ones obtained in chapter 6, thus showing once again that
both models are consistent.
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Fig. M.1 mbc distributions and fits for the non-peaking backgrounds from MC, following the
parameterization presented in equation M.1.

Notice, also, that the true number of signal events in MC for the charged muon mode
is, although consistent with the ground MC truth, farther away from the true value (181),
in comparison with the yield obtained in 6; on the other side, the new yield for the neutral
muon mode is closer to the true number of signal events than the ones obtained in chapter 6.
Although this maybe just an effect of the statistical fluctuations in the data sample, it may
also hint that future analyses could benefit from using different parameterizations for the
background components according to the flavor of the B meson and the leptons involved.
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Fig. M.2 Final fits to the MC generic sample, corresponding to 2 ab−1 of data taken at the
Υ(4S) resonance; the non-peaking background follows the shapes shown in figure M.1.





Appendix N

Statistical Error Calculation for RK at
Higher Selection Efficiencies

In this appendix we recalculate the relative statistical error in RK, obtained after modifying
the cuts in the MVA classifiers in order to preserve a larger portion of the signal events. We
first estimate the new cut values for the MVA outputs from the testing datasets. Figures N.1
and N.2 present the cumulative distributions for the outputs’ values; we select the cuts for
which 5% of the signal events are lost (black, vertical line), and calculate the efficiency and
the purity gains after applying these new cuts to the generic MC samples. The results are
listed in table N.1. Notice that the purity gain is higher than 75% —which is the purity gain
obtained by the MVA classifier in the Belle study— for all decays except B0→ K0

Se+e−.

Table N.1. Cut values for the MVA outputs for a 5% signal efficiency loss (per classifier)

decay CS cut BBS cut eff. loss [%] purity gain [%] final eff. [%]

B0→ K0
Sµ+µ− 0.37 0.28 12.05 83.02 9.40

B+→ K+µ+µ− 0.27 0.22 11.5 79.80 28.84

B0→ K0
Se+e− 0.22 0.24 5.7 69.22 9.35

B+→ K+e+e− 0.22 0.028 8.13 82.65 27.72

We use these efficiencies to estimate new values for the parameters αi
ℓℓ in equation 7.10

as

αi
ℓℓ =

2× Ci
ℓℓ × σ

(
e+e−→ BB

)
× f i ×B

(
Bi→ Kiℓ+ℓ−

)
1 + ri

ℓℓ

(N.1)

where the branching fraction values are taken from the latest PDG data [15].
From these, the expected statistical error in RK is obtained in the same fashion as in

chapter 6. The results are shown in figure N.3. From figure N.4 notice, however, that the
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Fig. N.1 Cummulative distributions for the continuum classifiers’ outputs on the validation
datasets. The vertical line indicates the cut value at which 5% of the signal component is
rejected.

signal peak is less distinguishable (specially for neutral modes), and that there is a larger
background component peaking in the signal region. Thus, the signal extraction procedure
would require additional care of these conditions.
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Fig. N.2 Cummulative distributions for the BB classifiers’ outputs on the validation datasets.
The vertical line indicates the cut value at which 5% of the signal component is rejected.
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Fig. N.3 Statistical error projection in RK for the looser MVA cuts.

Fig. N.4 mbc distribution for the selected MC events.
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